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Abstract

An abundance of crime-related news articles gets published every day. Consequently, it is infeas-

ible to quickly extract relevant information from all the texts. Therefore, the Dutch police are

planning to deploy a knowledge base that contains all the relevant data concerning homicide cases

in the Netherlands. Importantly, to attain accurate information in this homicide knowledge base,

the process of information extraction (IE) needs to be optimized. Hence, this thesis focuses on

IE on a self-constructed homicide corpus. This corpus allows for the extraction of information

through named entity recognition (NER) and semantic role labeling (SRL). Additionally, I create

a homicide-specific ontology for both these tasks to aid the extraction of victims, suspects, and

homicide locations. Furthermore, this thesis implements the Bidirectional Encoder Representa-

tions Transformer (BERT), which has boosted performance on many natural language processing

(NLP) tasks such as NER and SRL. Accordingly, I propose two BERT-driven IE systems.

The first system uses NER to identify all tokens (e.g. words, punctuation marks) that belong

to relevant named entities. Subsequently, based on the token-level extractions, the system ap-

plies a rule-based algorithm (Algorithm 1) to infer the entities at a case level. To maximize the

performance of this system, I experiment with eighteen BERT configurations for NER. The most

successful configuration uses BERT as features with two Bidirectional Long Short Term Memory

(BiLSTM) layers, a Softmax classification layer, and a dropout rate of 0.5. This model achieves

a F1-score of 0.847 for NER on the homicide corpus. Furthermore, the entire NER system ac-

curately predicts the case-level entities 87.4% of the time. Hence, these results demonstrate that

homicide-related named entities can be extracted relatively successfully.

The second system applies SRL to discover the semantic roles within the homicide texts at a

token level. Subsequently, a rule-based algorithm (Algorithm 2) obtains the case-level semantic

roles. In contrast to NER, I apply two BERT-based models for SRL. The fine-tuned BERT with

a Conditional Random Field (CRF) classification layer achieves the best performance (F1-score of

0.714). By using this model, the predictions of the case-level roles have an accuracy of 69%. The

results imply that SRL is not at the same level as NER for now. However, real-world applications

of SRL have been mostly unexplored. Hence, the proposed SRL system provides useful insights

that future research can investigate more extensively.

In conclusion, the results show that there is potential for BERT-based models that conduct

crime-specific NER and SRL tasks. Even though the proposed systems should not be used in

practice yet, this thesis presents the first step towards real-world applicable information extraction

systems.
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Chapter 1

Introduction

When a crime occurs, the media is eager to report on it. As a consequence, an abundance of

crime-related news articles gets published every day. These crime texts can contain information

that is valuable to law enforcement agencies. However, due to the large volume, it is almost

infeasible to read everything in detail. Moreover, Srinivasa and Thilagam (2019) mention that the

manual extraction of crime-related information is prone to errors and requires a lot of time and

effort. Hence, the procedure can be improved by extracting the relevant information automatically.

According to Ku et al. (2008), the automatic extraction and presentation of the information can

help to quickly comprehend the crime case. Besides, Dasgupta et al. (2017) suggest that the

storage of this information in a multi-region knowledge base aids cross-region communication of

information. Hence, the Dutch police are investigating the creation of such a crime knowledge

base. They partnered with Pandora Intelligence, which is an intelligence company that uses data

science and analytics for safety and security initiatives. This thesis is conducted in collaboration

with both these parties to aid the investigation.

The ultimate goal of the police is to create a homicide knowledge base consisting of both recent

and historical homicides. Subsequently, the police can query the knowledge base to discover rel-

evant information about homicide cases. However, before such a knowledge base can be beneficial

for law enforcement, the stored information needs to be accurate and relevant. Therefore, the

task of information extraction is crucial for knowledge-base creation. Accordingly, in this thesis, I

apply automatic information extraction on homicide texts. As a result, I propose two information

extraction systems to retrieve the victims, suspects, and the homicide locations (referred to as

arenas) from a self-constructed homicide corpus. This corpus constitutes a collection of textual

descriptions of homicide cases in the Netherlands. Hence, this thesis provides the initial step

towards the desired homicide knowledge base for the Dutch police.

1.1 Related work

The automatic extraction of information in texts is referred to as information extraction (IE),

an important task in the field of natural language processing (NLP). According to Russell and

Norvig (2010) the goal of information extraction is to acquire knowledge by extracting objects of
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interest from a text and identifying the relations among them. Hence, information extraction can

be applied in a broad spectrum of domains, such as politics (Bamman and Smith, 2015), finance

(Costantino et al., 1997) or, as discussed earlier, crime (Arulanandam et al., 2014; Dasgupta et al.,

2017). Existing literature presents various tasks that are useful for information extraction. In this

thesis, I apply two tasks: named entity recognition (NER) and semantic role labeling (SRL). The

NER task extracts the named entities such as person names, organization names. or location

names from a text. On the other hand, SRL helps to extract relations in the sentence based on

the semantics and the verb-predicate. Basically, as described by Màrquez et al. (2008), SRL de-

termines who did what to whom, where, when, and how. Moreover, the SRL task is not restricted

to the extraction of names. Hence, it allows the identification of more generic descriptions (e.g.

”the 25-year old man”) as well. However, despite this apparent useful information, real-world

applications of SRL are rare (Màrquez et al., 2008).

In contrast, NER is one of the most prevalent IE tasks that has had some practical applica-

tions. For instance, Arulanandam et al. (2014) use named entity recognition to extract crime

locations from web-scraped news articles. Furthermore, according to Singh (2018), NER is an

important stepping stone towards more complex tasks such as knowledge base creation. Dasgupta

et al. (2017) and Srinivasa and Thilagam (2019) illustrate this in their work. They apply NER,

coreference resolution, and relation extraction techniques to find names of victims, perpetrators,

dates, etc. As a result, the researchers from both studies are able to construct a crime knowledge

base. Nonetheless, the authors imply that the quality of the retrieved information is insufficient,

and hence the applicability of the knowledge base is limited. Similarly, Schraagen et al. (2017) ap-

ply NER on fraud reports that have been submitted to the Dutch police. The authors acknowledge

that their performance is insufficient and that future research should explore other approaches to

improve NER on fraud reports as well as other crime-related texts (e.g. legal texts).

Still, NER has successfully been applied in research that is unrelated to crime. Recently, the

introduction of pre-trained contextual word representations models such as the Bidirectional En-

coder Representations from Transformer (BERT) (Devlin et al., 2018), Embeddings from Language

Models (ELMo) (Peters et al., 2018), and Flair (Akbik et al., 2018) improved the state-of-the-art

for NER and various other NLP tasks. These pre-trained models are advantageous to alternative

models that need to learn contextual representations from scratch since the pre-trained models

need less task-specific data to train on (Sun et al., 2019). Especially BERT has had a substantial

impact in the NLP-field. Accordingly, BERT proves to be successful on IE tasks like NER (Devlin

et al., 2018; Straková et al., 2019), coreference resolution (Joshi et al., 2019) and SRL (Shi and

Lin, 2019).

However, prior research applies BERT in many different configurations. For instance, Devlin

et al. (2018) propose a fine-tuned and a feature-based version of BERT. The authors show that fine-

tuned BERT achieves better results for NER on the English CoNLL-2003 (Conference on Natural

Language Learning from 2003) corpus (Tjong Kim Sang and De Meulder, 2003). Interestingly,

however, Straková et al. (2019) achieve state-of-the-art performance for English, Spanish, and
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Dutch named entity recognition using feature-based BERT. In a similar vein, results form prior

research are inconsistent with respect to the classification approach. Devlin et al. (2018) implement

a Softmax classification function in their NER model, whereas (Souza et al., 2019) improve their

NER results by implementing a Conditional Random Fields (CRF) classification layer instead.

Hence, even though BERT has shown to be successful for information extraction, existing literature

shows no consensus on the best BERT configuration. Moreover, successful prior works on BERT

do not always experiment with hyperparameter settings (Souza et al., 2019), or simply do not

report on the impact of hyperparameter tuning (Devlin et al., 2018; Peters et al., 2019).

1.2 Research questions

According to prior research (Dasgupta et al., 2017; Schraagen et al., 2017; Srinivasa and Thil-

agam, 2019), crime-related information extraction is insufficient for real-world applications at the

moment. On the contrary, existing research has shown promising results in the field of IE by using

BERT (Devlin et al., 2018; Shi and Lin, 2019; Straková et al., 2019). Therefore, this research

applies BERT to perform information extraction on the self-constructed Dutch homicide corpus.

Consequently, the main research question (MRQ) that needs to be answered is the following:

MRQ: To what extent can BERT be leveraged for information extraction on homicide-related

Dutch texts?

The main IE task of this research is named entity recognition. This task has been used to extract

crime-related entities (Arulanandam et al., 2014; Dasgupta et al., 2017), and appears in BERT

research (Devlin et al., 2018). Therefore, this thesis investigates whether BERT can successfully be

implemented for NER on the homicide corpus. Nevertheless, there is no consensus on the optimal

BERT configuration, since NER results for BERT vary across studies (Devlin et al., 2018; Souza

et al., 2019; Straková et al., 2019). Therefore, the following two sub research questions (SRQ) are

essential for this thesis:

SRQ1: To what extent can BERT be leveraged for named entity recognition on homicide-

related Dutch texts?

SRQ2: What BERT configuration is favorable with respect to named entity recognition on homicide-

related Dutch texts?

Finally, the application of semantic role labeling is experimented with. Potentially, SRL can

discover crime information more successfully than NER. Namely, it is not confined to the extrac-

tion of names and it should be able to find semantic relations within the sentence. Moreover, Shi

and Lin (2019) show promising results when using BERT for SRL. Therefore, this thesis explores

BERT for SRL on the homicide texts. Which leads to the following question:
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SRQ3: To what extent can BERT be leveraged for semantic role labeling on homicide-related

Dutch texts?

The answers to these research questions provide insights concerning the usefulness of different

BERT configurations for information extraction on the homicide corpus. This understanding is

crucial for the creation of the homicide knowledge base.

1.3 Motivation and contributions

The motivation to conduct the current research and to ask the aforestated research questions is

fuelled by gaps in the existing literature.

First of all, existing studies on crime-related information extraction achieve results that are

insufficient for real-life applications (Dasgupta et al., 2017; Schraagen et al., 2017; Srinivasa and

Thilagam, 2019). For example, Dasgupta et al. (2017) explain that named entity recognition in

crime texts is challenging due to various types of name mentions (e.g. abbreviations, nicknames).

Hence, there is room for improvement for crime-related NER and information extraction in general.

This observation motivates the decision to study the MRQ and SRQ1.

Secondly, existing research shows that BERT-based models are successful for regular NER

(Devlin et al., 2018). However, since prior studies apply different configurations of BERT (Devlin

et al., 2018; Souza et al., 2019; Straková et al., 2019), this research investigates which BERT

configuration works best on the homicide corpus. Furthermore, the lack of consensus motivates

the decision to investigate the configurations more extensively by asking SRQ2. Hence, this thesis

contributes to the NER literature by comparing BERT performances using configurations involving

feature-based and fine-tuned BERT, CRF and Softmax layers, and several hyperparameters.

In addition, the lack of real-world applications of SRL (Màrquez et al., 2008) motivates the

decision to apply SRL for a real-life cause. Accordingly, this thesis uses SRL to extract homicide-

related information for the Dutch police. Furthermore, there are fewer studies that examine the

application of BERT for SRL compared to NER. Nevertheless, Shi and Lin (2019) use BERT to

achieve state-of-the-art performances for SRL. Consequently, the implementations of BERT for

SRL are just scratching the surface of possibilities. Hence, this motivates the decision to examine

the question posed by SRQ3. Consequently, the thesis explores BERT for SRL on the homicide

corpus. This contributes to the SRL literature since it is a real-world application for SRL (i.e.

crime knowledge base creation).

Finally, there are not many crime corpora available for information extraction. Although crime

corpora for NER do exist (Arulanandam et al., 2014; Dasgupta et al., 2017; Schraagen et al., 2017),

they are not specifically designed for homicide-related information extraction. Furthermore, the

regular entities (e.g. person, organization, location) that NER distinguishes do not convey relevant

crime information (e.g. victim name). To solve this, Dasgupta et al. (2017) apply regular NER to

obtain the person entities first. In their next step, they use another algorithm to classify victim

and perpetrator names (Dasgupta et al., 2017). Similarly, Arulanandam et al. (2014) apply an

algorithm succeeding regular NER to distinguish crime locations and non-crime locations. In
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contrast, this thesis creates a homicide-specific ontology that can be used for the IE tasks of NER

and SRL directly. The proposed ontology distinguishes between the classes ”victim”, ”suspect”

and ”arena” (i.e. homicide location). Consequently, this removes the need for an additional

algorithm that translates regular NER or SRL labels into crime-specific labels. In a similar vein,

existing literature illustrates NER applications on custom ontologies (Cimiano and Völker, 2005;

Fleischman and Hovy, 2002). However, the ontology as proposed in this thesis is novel. Therefore,

this thesis contributes to the literature on crime-related information extraction by applying a

homicide specific ontology (i.e. victim, suspect, arena) for NER and SRL on a newly constructed

homicide corpus.

1.4 Research approach

To answer the research questions I construct two information extraction systems (i.e. a NER

system and a SRL system) for the self-constructed homicide corpus. Each system contains an IE

module (NER module or SRL module) and a rule-based algorithm (Algorithm 1 or Algorithm 2).

The IE modules predict which tokens (e.g. words, punctuation marks) convey relevant informa-

tion. I experiment with several implementations concerning the IE modules. Especially the NER

module is thoroughly experimented with by applying different BERT configurations. These NER

experiments help to answer SRQ1 and SRQ2. Furthermore, to answer SRQ3, this thesis explores

the application of BERT for semantic role labeling on the homicide corpus as well. However, since

the SRL module is exploratory, only a subset of the BERT configurations is used for the SRL

experiments.

In addition to the IE tasks, two rule-based algorithms (i.e. Algorithm 1 and Algorithm 2)

are implemented succeeding NER and SRL. These rule-based algorithms translate the token-

level named entities and semantic roles into case-level entities (Algorithm 1) and case-level roles

(Algorithm 2). The case-level entities and roles present the victim, suspect, and homicide location

of an entire homicide case. Hence, the evaluation of these case-level results allows me to answer

the main research question.

1.5 Outline

Aside from this introduction, the thesis consists of five main chapters. First, in chapter 2 I

elucidate the technical concepts and elaborate on related prior work. Subsequently, chapter 3

describes the methodology of the current thesis. In the methodology, the creation of the homicide

corpus is explained. Furthermore, it delineates the experiments for the NER and SRL modules

and defines Algorithm 1 and Algorithm 2. Then, in chapter 4 the results of the experiments are

presented. Additionally, this chapter evaluates the performance of the complete NER and SRL

systems based on the results from Algorithm 1 and Algorithm 2. In succession to the results,

chapter 5 discusses the findings and reflects on the limitations of this thesis. Furthermore, this

chapter proposes possibilities for future research. Finally, chapter 6 concludes the thesis with a

summary of the preceding chapters.
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Chapter 2

Literature Review

Automatic information extraction from publicly available texts became a popular research practice

after the introduction of corpora provided by MUC-6 (Sixth Message Understanding Conference)

(Grishman and Sundheim, 1996) and ACE (Automatic Content Extraction) (Doddington et al.,

2004). MUC-6 introduced the ”named entity”, and hence provides the foundation of subsequent

research in the field of named entity recognition. Besides, ACE uses its own benchmark for named

entity research and adds new IE tasks such as coreference resolution and relation extraction.

Today, information extraction consists of many subtasks such as named entity recognition,

coreference resolution, named entity linking, and the identification of relations (Singh, 2018). As

explained by many (like Singh (2018) or Bethard and Yadav (2018)), named entity recognition is

a crucial component in natural language processing. The task has been applied for more complex

NLP tasks such as knowledge base construction, question answering systems, or text summar-

ization (Singh, 2018). Due to the many opportunities that NER enables, the NER task can be

valuable in the crime domain as well. For instance, prior research use NER to construct a crime

knowledge base (Dasgupta et al., 2017; Srinivasa and Thilagam, 2019).

Typical entities in a NER task constitute a named mention of a person, location or organiza-

tion (Tjong Kim Sang, 2002; Tjong Kim Sang and De Meulder, 2003). Hence, expressions such as

“a couple of gang members” or ”the woman” are discarded in NER. Therefore, it is essential to

implement additional techniques when the extraction of descriptions and references are desirable.

One such a relevant technique could be coreference resolution. Coreference resolution identifies

links textual references such as pronouns and entities with each other. Hence, it is useful when

information is distributed across sentence parts or multiple sentences (Pradhan et al., 2012; Quirk

and Poon, 2017). Nonetheless, just applying NER (with coreference resolution) will not provide

the relationships between entities. Hence, the subtasks of relation extraction (RE), event extrac-

tion (EE) and semantic role labeling are important to consider when constructing an NLP system.

As outlined by Elloumi et al. (2012), relation extraction is the act of obtaining binary relations

between entities, whereas event extraction describes the identification of n-ary relations among

entities. These relations are useful when constructing a knowledge base. For instance, without

RE there will be no distinction between victim and perpetrator. For example, when “person A”
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kills “person B” the relationship of ”murder” can be determined according to relation extraction

techniques. However, relation extraction and event extraction often rely on predefined relations

(Hendrickx et al., 2010), and therefore lack flexibility and limit the number of relation types.

Semantic role labeling is a useful NLP task to apply in the field of information extraction as

well (Christensen et al., 2010). In contrast to RE or EE, it does not need predefined relations. In-

stead, it uses a predicate-argument structure, where the arguments are extracted given a particular

predicate. Often, the predicate is the main verb in the sentence (Palmer et al., 2005; Schuurman

et al., 2010). For instance, given the sentence ”John kills Jack”, SRL identifies that ”John” and

”Jack” are related to the predicate of ”kills”. Moreover, if other information is present that is

related to the predicate of ”kills”, SRL can extract this (who, where, when, how ”kills” ?).

This thesis mainly focuses on named entity recognition, since it is a fundamental IE task that

has shown to be effective in knowledge base creation (Singh, 2018). Secondly, this thesis explores

semantic role labeling due to the successes of SRL in IE research (Christensen et al., 2010, 2011).

Furthermore, the question that SRL tries to answer (”Where, when how did it happen?”) is highly

related to the desired homicide information.

Nevertheless, before I take a more thorough look at NER and SRL, this chapter describes

the theoretical background of more generic NLP research. This theory lays the foundation for

how typical NLP systems operate. Hopefully, at the end of this chapter, the reader is familiar of

the current status of natural language processing (particularly NER and SRL), understands the

concepts that existing research proposes, and can relate achievements of prior work to this thesis.

To start, the main developments concerning neural networks in the NLP field (section 2.1) as

well as text representations (section 2.2) are discussed. Subsequently, based on these concepts,

the BERT language model is explained (section 2.3). This allows the reader can get familiar with

the terms and concepts that are crucial for understanding the underlying processes of the applied

models. Next, the traditional information extraction techniques for named entity recognition (sec-

tion 2.4) and semantic role labeling (section 2.5) are described in detail. This section is followed

by a section that delineates the usage of BERT for NER and SRL (section 2.6). Finally, existing

research in the field of information extraction in the crime domain is elaborated on (section 2.7).

2.1 Neural networks for NLP

Traditionally, natural language tasks have been dominated by linear models (Goldberg and Hirst,

2017) such as support vector machines (SVMs) or logistic regression. Since 2014, however, neural

networks show superior performance. Neural networks started to be successful in parsing tasks

(Chen and Manning, 2014; Weiss et al., 2015), sequence labeling (Ling et al., 2015), machine

translation (Bahdanau et al., 2014) and question-answering (Iyyer et al., 2015) to name a few.

Moreover, recent NLP breakthroughs such as BERT (Devlin et al., 2018) and Generative Pre-

trained Transformer 2 (GPT-2) (Radford et al., 2019) are based on neural network frameworks.

The former of which is relevant to the current thesis, since BERT has successfully been applied
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for NER (Devlin et al., 2018) and SRL (Shi and Lin, 2019). However, to understand the mech-

anics of BERT, the underlying principles of the neural network needs to be explored in more

depth. Evidently, an understanding of the mechanics is important since it helps to motivate de-

cisions in this thesis concerning model design and model optimization. Therefore, this section

elucidates the relevant concepts regarding neural networks. First, subsection 2.1.1 discusses the

typical feed-forward neural networks. Subsequently, the recurrent neural networks are explained

(subsection 2.1.2). Finally, I focus on the transformer architecture in subsection 2.1.3.

2.1.1 Feed-forward neural networks

The feed-forward neural networks, also known as multi-layer perceptrons (MLPs), were first intro-

duced by Rosenblatt (1962). The network uses multiple perceptrons (Rosenblatt, 1958) in order

to find non-linear patterns in the data. A typical feed-forward neural network is visualized in

Figure 2.1. The network in the figure consists of an input layer, two hidden layers, and an out-

put layer. Each node in the hidden layers and the output layer has an activation function that

transforms the input values into a non-linear output. Popular activation functions are the Sigmoid

function, tanh, or the rectifier function (Goldberg and Hirst, 2017). Before the activation function

is applied, however, the input values are multiplied by weights and a bias value is added. Hence,

an output of a node in the network can be calculated according to the following formula:

output = activation(x1w1 + x2w2 + ...+ xiwi + bias)

Where x represents the input values and w the weights of the connections. During the training

process, the weights are computed based on the loss of the model, which reflects the discrepancy

between the model predictions and true values. These computations are performed by an optim-

ization algorithm such as stochastic gradient descent, RMSprop (Tieleman and Hinton, 2012) or

Adam (Kingma and Ba, 2014). Furthermore, each of these algorithms has a learning rate (lr) that

determines the extent to which the weights are updated.

Figure 2.1: Fully connected feed-forward neural network, as visualized by Goldberg and Hirst
(2017)
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There are several ways in which the structure of the neural network can be optimized for the task

at hand. For instance, one can tweak the number of nodes in a layer, the number of hidden layers,

the activation functions, or the optimization algorithm. Furthermore, the number of connections

can be altered through a technique called dropout. This technique ignores some of the connections

between nodes during the training process. Prior research (Hinton et al., 2012) has shown that

dropout is useful since a model with dropout generalizes better than a network where all the nodes

are connected.

2.1.2 Recurrent neural networks

In the case of natural language processing, the input data is sequential since the words within

a sentence depend on each other. However, in regular feed-forward neural networks, it is not

possible to account for previous items of the input. Hence, there is a more effective neural network

called a recurrent neural network (RNN) for NLP tasks. Recurrent neural networks, proposed

by Elman (1990), attempt to capture temporal information through the conservation of prior

activation values. Figure 2.2 illustrates the structure of a typical RNN that is used for named

entity recognition. The sequential input x is fed into the hidden layer h. All the nodes in h are

consecutively connected. Finally, the output layer y labels the input words based on the hidden

activation values.

Figure 2.2: RNN modeel as visualized by Huang et al. (2015)

Long-term short memory networks

An adaption of the RNN structure is the Long-Short Term Memory network (LSTM) (Hochreiter

and Schmidhuber, 1997). In an LSTM architecture, long-range dependencies can be maintained

more effectively compared to a vanilla RNN (Hochreiter and Schmidhuber, 1997). The LSTM

accomplishes this by using input, forget, and output gates for every hidden node. The gates

determine what amount of information from the preceding hidden nodes should be incorporated

in the calculation of the new hidden state. This approach differs from a regular RNN, where

information from all the previous states is used.

The LSTM model can be transformed into a bidirectional LSTM model (BiLSTM), that uses

not only previous input information but future information as well. In this way, the whole context

of a word can be taken into account. A simple illustration of a BiLSTM architecture for NER is
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shown in Figure 2.3. The striped nodes in the hidden layer represent the LSTM cells with input,

forget, and output gates.

Figure 2.3: BiLSTM model as visualized by Huang et al. (2015)

Attention

Many RNNs are based on an encoder-decoder architecture (Cho et al., 2014b). In such an ar-

chitecture, one model (e.g. RNN) encodes the input sequence into hidden representations, which

subsequently are decoded into the output through a second model (typically another RNN). A

simple visualization of this structure is shown in Figure 2.4, with inputs x, a summary of input

activations c and outputs y. This structure allows the model to output a sequence of a possibly

different length than the input sequence. Hence, this structure has been especially popular in tasks

such as neural machine translation (Cho et al., 2014b; Wu et al., 2016) and summarization (Nal-

lapati et al., 2016). Still, it can be implemented for other tasks like automatic speech recognition

(Chan et al., 2016) and named entity recognition (Straková et al., 2019) as well.

Figure 2.4: Encoder-Decoder RNN architecture, as visualized by Cho et al. (2014b)

Despite the popularity of encoder-decoder architectures, the original architecture has a potential

drawback. Namely, as suggested by Bahdanau et al. (2014), the compression of information into

one summary (c in Figure 2.4) can be difficult. In line with this notion, Cho et al. (2014a) show

that performance of the encoder-decoder architecture as presented by Cho et al. (2014b) degrades

for longer sentences. Therefore, to optimize encoder-decoder models, Bahdanau et al. (2014)
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introduced an attention mechanism commonly referred to as additive attention. This mechanism

helps the decoder to focus on specific parts of the input by obtaining information of each hidden

unit separately. More specifically, rather than encoding the input into a single summarization

vector, the decoder uses the output from each hidden state. Figure 2.5 provides a graphical

representation on how the decoder uses attention outputs of the hidden states (i.e. the context

vector) as well as the previous decoder state.

Figure 2.5: Illustration of the attention mechanism while using a BiLSTM encoder. As visualized
by Bahdanau et al. (2014)

According to Bahdanau et al. (2014), the attention mechanism enables the decoder to select

relevant and irrelevant information more effectively because individual hidden representations are

maintained. In line with this notion, Rocktäschel et al. (2015) qualitatively analyse the recognition

of textual entailment of the attention mechanism. The authors apply attention to discover if two

sentences (premise and hypothesis) are contradicting, not related or whether the premise entails

the hypothesis. The qualitative analysis of the researchers results in convincing visualizations. One

of their attention visualizations is shown in Figure 2.6. The figure illustrates that the mechanism

is successful at paying attention to the relevant words.

Figure 2.6: Example of how an attention mechanism attends to words in the sentence. As visual-
ized by Rocktäschel et al. (2015)
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2.1.3 Transformer networks

Although LSTM-models have had many successes, the transformer model (Vaswani et al., 2017)

recently challenged the status quo. The network follows an encoder-decoder architecture, where

the decoder uses additive attention as proposed by Bahdanau et al. (2014). Vaswani et al. (2017)

refer to this attention mechanism as encoder-decoder attention. Additionally, the authors apply

attention within the encoder and decoder as well, which they refer to as multi-head self-attention

layers. Furthermore, instead of RNN encoders and decoders, the transformer fully relies on these

multi-head self-attention layers in combination with a regular feed-forward neural network. The

network structure is illustrated in Figure 2.7.

Figure 2.7: Transformer architecture (Vaswani et al., 2017)

In contrast to encoder-decoder attention, self-attention is contained within an encoder or a decoder

block. Hence, self-attention can find relevant units (e.g. words) in a sequence for any individual

unit of the same input sequence. Before the transformer, self-attention had been successfully

implemented for several natural language processing tasks already (Cheng et al., 2016; Lin et al.,

2017). Moreover, Cheng et al. (2016) visualize the self-attention mechanism in Figure 2.8. The

figure clearly demonstrates how the attention is distributed for each word in the sentence. The

fact that the transformer uses multi-head self-attention, allows for multiple self-attentions to run

in parallel. This ensures that long-distance dependencies can be captured efficiently (Vaswani

et al., 2017). Each attention head can capture a different property in the sentence. For instance,

existing research has discovered that the self-attention in transformer models are able to capture
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named entities (Raganato and Tiedemann, 2018), dependency relations (Vig and Belinkov, 2019)

and part-of-speech tags (Raganato and Tiedemann, 2018; Vig and Belinkov, 2019).

Figure 2.8: Example of self-attention (Cheng et al., 2016)

Some of the most notable applications of the transformer model are GPT-2 proposed by Radford

et al. (2019), and BERT from Devlin et al. (2018). The latter of which is applied in this thesis.

However, before explaining the mechanisms of BERT in more detail, the next section covers

different methods to represent textual data.

2.2 Text representations

In the past decades, there have been several popular approaches to represent the texts. Frequently,

a distinction between the count-based and prediction-based representations is made (Baroni et al.,

2014; Levy et al., 2015). For both approaches, the central purpose remains the same; to convert

raw textual input into a numeric representation (i.e. vector). Subsequently, the numeric repres-

entations can be used by statistical algorithms to perform NLP tasks. Hence, text representation

methods are crucial for any NLP system.

In this section, popular count-based representations are described first (subsection 2.2.1).

Secondly, the prediction-based methods are elaborated on by discussing static and contextual-

ized representations (subsection 2.2.2).

2.2.1 Count-based representations

Count-based representations initialize the word vectors based on the frequency of word appearances

in the text. An intuitive approach to represent texts is the Bag of Words (BoW) method. The

BoW approach discards grammar and word order and only considers the word count. The word

counts represent the features of a document. Where a document can be anything from a sentence

to a multi-paragraph text. Traditionally, this approach was applied to find document similarities

based on the document vectors (Baeza-Yates and Ribeiro-Neto, 1999). Nonetheless, BoW can be

applied to obtain word representations as well by using the term frequencies. In the latter case, a

row vector as in Figure 2.9 initializes the word vector.

To enhance these simple BoW representations, one can use a more advanced method that weighs

the terms. A popular method is TF-IDF (Manning et al., 2008), where the term frequency (TF)

in a document is multiplied with the inverse document frequency (IDF). The document frequency
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Figure 2.9: BoW document and word representations as visualized by Marksberry and Parsley
(2011)

is the number of documents that contain the term. Hence, this method assigns higher values to

unique words than common words compared to BoW.

Nonetheless, both BoW and TF-IDF as described here, fail to incorporate the context of the

words. To some extent, this can be circumvented by entering n-grams into the word-document

matrix. For instance, a bigram can be used to capture two consecutive words such as ”Eindhoven

University”. Generally, a BoW with bigrams is more powerful than a single word BoW (Gold-

berg and Hirst, 2017). Nevertheless, the use of n-grams results in many irrelevant entries as well

(Goldberg and Hirst, 2017).

To obtain the context of words more successfully, other count-based representations have been

implemented. These context-aware systems take the co-occurrences into consideration by creating

a co-occurrence matrix. The values at each position in the matrix describe the number of times

one word co-occurs with another one. One simple possibility to define the co-occurrence would

be to state that a word w co-occurs with another word u if w is written directly after u. How-

ever, some word co-occurrences would obtain an inappropriate similarity score because of frequent

word occurrences (e.g. ’the’, ’and’). Furthermore, the co-occurrence matrix takes up much of

the memory due to its sparsity. Therefore, according to Baroni et al. (2014), the counts should

be weighted or transformed based on dimensionality reduction techniques such as Singular Value

Decomposition (Golub and Kahan, 1965) or non-negative matrix factorization (Lee and Seung,

2001).

One of the most successful methods that use count-based word representations is GloVe (Global

Vectors for Word Representations) (Pennington et al., 2014). GloVe embeddings are based on a

co-occurrence matrix with a weighted least-squares optimization calculation. It outperforms the

prediction-based method of Word2Vec on tasks such as named entity recognition (Pennington

et al., 2014).
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2.2.2 Prediction-based representations

Different from count-based representations, prediction-based representations use a supervised ap-

proach to obtain word-vectors. Basically, this means that the word representation is tweaked based

on a training corpus. This helps to create non-sparse (i.e. dense) vectors directly, without the

need for additional dimensionality reduction techniques such as Singular Value Decomposition.

These prediction-based representations have been referred to as neural-based representations as

well (Levy et al., 2015) since these representations are created through neural network algorithms.

There are two different types of prediction-based representations that can be distinguished: static

and contextual representations. Besides, the previously discussed count-based embeddings can be

categorized as static representations as well.

Static representations

The prediction-based representations started to gain popularity when Mikolov et al. (2013) intro-

duced Word2Vec. Word2Vec is can be applied based on the Continuous Bag of Words (CBOW)

model or the continuous skip-gram model. The CBOW model attempts to classify a word based

on the words that surround the word of interest. For this classification, a simple neural network

architecture is used, with one input layer describing the context words, one hidden layer, and one

output layer that predicts the target word. The skip-gram model tries to accomplish the opposite

from CBOW, by predicting the context words based on the target word. Both approaches create

word embeddings that represent the textual data.

Within a few years, Word2Vec had shown its success (Ling et al., 2015; Nguyen and Grish-

man, 2015; Rocktäschel et al., 2015). Nonetheless, one of the disadvantages of Word2Vec is that

words that do not appear in the corpus cannot be assigned a proper value. A more recent static

prediction-based method called FastText (Joulin et al., 2016) solves this problem by vectorizing n-

grams of characters instead of words. Similar to Word2Vec, FastText applies the CBOW algorithm

to represent the n-grams in vector space.

Contextualized representations

One of the major limitations of static word representations is the fact that the same word always

has the same vector value, no matter the context. Even long before the introduction of Word2Vec,

Schütze (1998) addresses this drawback of word vectors. Already, methods that use n-grams

can capture a bit more context. For instance, the character-based n-grams in FastText continue

to capture information when a word ends. However, in contrast to these n-gram approaches,

contextualized word embeddings tackle the problem of context differently. More specifically, con-

textualized embeddings dynamically update the word embedding depending on the context a word

appears in.

Two modern methods to contextualized representations are ELMo (Peters et al., 2018) and

Flair embeddings (Akbik et al., 2018). Both methods use a bidirectional LSTM architecture

to embed the textual information into a context-vector. Nevertheless, Flair embeddings are at

character-level whereas ELMo applies word-level models.
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However, these LSTM-based representations are limited by their recurrent architecture. As

discussed in subsection 2.1.3, this architecture cannot be parallelized and therefore is substantially

less efficient than transformer architectures (Vaswani et al., 2017). Another approach called BERT

(Devlin et al., 2018) avoids this limitation by utilizing the encoder from the transformer architec-

ture to create contextualized embeddings. Since this thesis experiments with the application of

BERT, the next section elaborates on the creation and architecture of BERT.

2.3 BERT

The Bidirectional Encoder Representation Transformer (BERT) is a language model that was

introduced by Devlin et al. (2018). As the name suggests, it learns bidirectional text representa-

tions based on the encoder from a transformer model. Hence, the BERT model mainly relies on

the multi-headed self-attention mechanism as explained in subsection 2.1.3. In this section, the

internal BERT processes are described first, through the explanation of the input representations

(subsection 2.3.1) and pre-training steps (subsection 2.3.2). Subsequently, two major approaches

for the usage of BERT are explored in subsection 2.3.3: feature-based BERT and fine-tuned BERT.

Finally, subsection 2.3.4 delineates some alternative BERT-inspired models.

2.3.1 Input representations

Similar to Flair and FastText, BERT does not use full words as input. Instead, the text is repres-

ented through WordPiece embeddings (Wu et al., 2016). For instance, a word as ”feud” gets split

into the WordPieces ” fe” and ”ud”, where the ” ” character marks the start of a word. The use

of WordPieces ensures that out-of-vocabulary words can still be represented while restraining the

complexity that character-based models have. In addition to WordPieces, BERT uses the classi-

fication token ([CLS]) at the start of each sentence. Furthermore, the separation token ([SEP])

denotes the end of the sentence. In addition to these token embeddings, BERT representations

take segment embeddings into account, which are unique for each input sentence. Moreover,

the information on the position of each WordPiece is represented through position embeddings.

The token, segment, and position embeddings are summed up in order to create the final input

embeddings. Figure 2.10 illustrates this construction of the BERT input representations.

Figure 2.10: BERT input representations (Devlin et al., 2018)
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2.3.2 Pre-training

The resulting input embeddings are used in the pre-training process of BERT. For English, the

pre-training corpus consists of 3,300 million words. Moreover, Devlin et al. (2018) introduce a

multilingual BERT as well, that is trained on 104 languages. In contrast to pre-training methods

which represent words by considering historic and future words (Peters et al., 2018), BERT pre-

trains through two high-level unsupervised tasks called Masked Language Modeling (MLM) and

Next Sentence Prediction (NSP).

First, MLM is applied to predict a token based on the context tokens. To accomplish this,

15% of the input tokens are masked. Subsequently, the model predicts the tokens that belong

on the masked positions. The second task of NSP predicts if a sentence B is the next sentence

when an input sentence A is given. According to Devlin et al. (2018), this task helps the model

to understand the relationships between sentences.

This pre-training property of BERT is crucial to its success. For instance, Sun et al. (2019)

study the effect of pre-training and the number of training samples for the task of sentiment ana-

lysis. They discover that more pre-training does not only improve the final model performance

but compensates for a lack of task-specific data as well. Accordingly, a model’s performance on a

small dataset improves when the model is pre-trained. Therefore, the use of pre-trained models

opens the gates to research on novel smaller datasets. Consequently, the use of BERT is beneficial

to this thesis, since the homicide corpus is relatively small.

2.3.3 Application of BERT

For English, there are two BERT models called BERT-large and BERT-base. BERT-large has

24 encoder layers with 16 attention heads each. BERT-base, on the other hand, consists of 12

encoder layers, each with 12 attention heads. Similarly, for foreign languages Devlin et al. (2018)

created multilingual BERT, which uses 12 layers with 12 heads as well.

Irrespective of the model type or size, there are two main approaches to apply BERT for

downstream tasks; fine-tuning and feature-based (Devlin et al., 2018).

Feature-based approach

The feature-based method does not update the model weights of the BERT encoder (i.e. it freezes

the weights of the layers). Instead, only the pre-trained weights are used to compute the BERT

representations (i.e. BERT features). Consequently, the BERT representations are comparable

to Flair (Akbik et al., 2018) or ELMo embeddings (Peters et al., 2018). Hence, a feature-based

BERT model still needs an additional model (e.g. LSTM) to learn task-specific patterns.

There are several approaches to compute BERT features. More specifically, Devlin et al. (2018)

show six different feature extraction methods. Three of them simply extract the outputs from

either the embeddings layer, the second-to-last hidden layer, or the last hidden layer. However,

more advanced methods use the weighted sum of the last four hidden layers, the concatenation of

the last four hidden layers, or the weighted sum of all 12 layers. Depending on the task, different

Information extraction from homicide-related Dutch texts using BERT 17



CHAPTER 2. LITERATURE REVIEW

BERT features can be used. For NER, the authors discover that concatenation of the last four

hidden layers results in the best performance on the CoNLL-2003 dataset (F1-score of 0.961 on

the development set).

Fine-tuned approach

In contrast to the feature-based approach, fine-tuning does not freeze the weights in the BERT

architecture. Instead, fine-tuning updates the pre-trained weights during the training of a down-

stream task. Therefore, fine-tuning allows the text representations to incorporate task-specific

characteristics. Furthermore, models that apply this fine-tuned approach add a simple task-

specific layer on top of the BERT architecture. This layer decodes the fine-tuned representations

into the desired output. Devlin et al. (2018) illustrate that this fine-tuned approach marginally

outperforms the feature-based BERT for NER (F1-score of 0.964 and 0.961 respectively on the

CoNLL-2003 development set). Besides, they visualize the BERT model (Figure 2.11).

Figure 2.11: Named Entity Recognition with BERT (Devlin et al., 2018)

2.3.4 Models inspired by BERT

The introduction of BERT by Devlin et al. (2018) provided three main models of BERT-base,

BERT-large, and multilingual BERT. Since then, there have been many models that are inspired

by the original BERT language model. Shortly after the original BERT paper, a pre-trained

BERT model for the Chinese language was proposed (Cui et al., 2019). Similarly, De Vries et al.

(2019) use the BERT architecture to pre-train on Dutch texts only, resulting in a model called

BERTje. Furthermore, the researchers expand the volume of data substantially. Whereas multi-

lingual BERT is trained on the full Wikipedia dump (about 1.5GB of Dutch texts), De Vries et al.

(2019) describe that BERTje supplements the data with more than 10GB. Aside from Wikipedia,

they include Dutch texts that are provided by SoNaR (Stevin Nederlandstalig Referentie) corpus

(Oostdijk et al., 2013), web news, books and Twente News Corpus (TwNC) (Ordelman et al.,

2007). Due to pre-training on this large volume of language-specific data, the authors achieve bet-
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ter performance for BERTje compared to multilingual BERT on tasks such as NER (F1-score of

0.883 and 0.807 on CoNLL-2002 (Tjong Kim Sang, 2002) respectively) and part-of-speech (POS)

tagging.

Besides language-specific models, however, different variants of BERT have entered the research

field as well. For instance, Liu et al. (2019) improve the performance on tasks like question-

answering, language understanding, and reading comprehension with the Robustly Optimized

BERT Pre-Training Approach (RoBERTa). RoBERTa applies only masked language modeling

and thus removes the next sentence prediction task in the pre-training process. Furthermore, it

is trained in 160 GB of data, compared to only 16 GB of the original BERT models. Although

RoBERTa has no multilingual version yet, there are monolingual adaptions such as RoBERT for

Dutch (Delobelle et al., 2020).

Another recent BERT-based model, called DistilBERT (Sanh et al., 2019), is a distillation from

the normal BERT model. While maintaining 97% of the language understanding of BERT-base,

DistilBERT is 60% faster and 40% smaller than the BERT-base model (Sanh et al., 2019).

2.4 Traditional techniques for NER

In the previous sections, I cover generic neural network concepts such as hidden layers, dropout,

encoder, decoder, and attention, as well as some neural network architectures like LSTM and

the transformer. Furthermore, different approaches to represent text are discussed. One of these

text representation methods called BERT is described more extensively. These sections help to

comprehend the mechanisms of modern neural network architectures. In contrast, this section

and successive sections describe how such networks as well as other approaches have been used to

perform NER and SRL. First, in the current section, some of the traditional approaches to NER

are delineated.

2.4.1 Conditional random fields

Conditional random fields (CRFs), introduced by Lafferty et al. (2001), is a framework to build

probabilistic models for segmentation and labeling of sequential data. Therefore, it is a classifica-

tion algorithm that can be used for several applications, such as sentence classification (Arulanan-

dam et al., 2014) or named entity recognition (Finkel et al., 2005). Originally, it was presented as an

alternative to hidden Markov models (HMMs) and maximum entropy Markov models (MEMMs).

Compared to HMMs, conditional models (e.g. CRFs or MEMMs) assure that strict independence

between observation is not necessary (Lafferty et al., 2001). Since language observations depend

on each other (e.g. context words), conditional methods are more suitable for language tasks

than HMMs. On the other hand, MEMMs tend to create a bias towards hidden states (e.g. the

unknown named entity labels) that have few outgoing transitions (Lafferty et al., 2001). Where a

transition is defined according to the probability of going from one hidden state to another hidden

state. Hence, in the case of imbalanced data, MEMMs are not ideal. In contrast, CRFs has the

benefits of HMMs and MEMMs without the disadvantages. This is facilitated by the fact that
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CRFs calculate the joint probability for a whole sequence rather than individual label probabilities

(Lafferty et al., 2001). A simple visualization of a typical CRF network is shown in Figure 2.12.

The figure illustrates that the order of the labels (i.e. hidden states) is incorporated in the model

(the labels are connected).

Figure 2.12: CRF model as visualized by Huang et al. (2015)

Today, CRF still proves to be useful for NER. Huang et al. (2015) show that a CRF model

outperforms LSTM and BiLSTM networks on CoNLL-2003 when using Senna word-embeddings

and gazetteer features (i.e. pre-defined dictionary of entity values such as city names). However,

the authors show that combining one of these recurrent neural networks with a CRF classifier

results in the best performance (F1-score of 0.901 on CoNLL-2003 for BiLSTM-CRF and 0.884

for LSTM-CRF). Furthermore, other researchers apply similar LSTM-CRF architectures (Akbik

et al., 2018; Lample et al., 2016; Yadav et al., 2018). The reason for this advantageous combination

can be deduced from Figure 2.13. From the figure, it is evident that this approach acquires

information about the observations through the LSTM model while maintaining information on

joint probabilities of the sequence labels through the CRF layer.

Figure 2.13: LSTM-CRF model as visualized by Huang et al. (2015)

2.4.2 Recurrent neural networks

As explained in the previous subsection, based on the results from Huang et al. (2015), the

(bidirectional) LSTM models perform worse than a CRF algorithm in case of NER. However, when

both approaches are combined, the best performance is achieved. Yadav et al. (2018) apply this
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approach for Dutch NER as well. The authors first use randomized character-level embeddings for

the initialization of a character-based BiLSTM. Secondly, this character information is combined

with Dutch FastText embeddings (Bojanowski et al., 2017) and subsequently provided as input

for another BiLSTM. Finally, they add a CRF layer to classify the entities. With this system, the

researchers obtain a F1-score of 0.875 on CoNLL-2002.

Instead of a CRF classification layer, a simple Softmax function can be applied as well. Gen-

erally speaking, however, CRF outperforms Softmax (Reimers and Gurevych, 2017). In line with

this notion, Figure 2.14 illustrates that CRF generally scores higher than Softmax in multiple

BiLSTM models that use either CRF or Softmax as a final layer.

Figure 2.14: F1-scores on CoNLL-2003 using static word-embeddings with CRF or Softmax as
last layer of a BiLSTM network, as visualized by Reimers and Gurevych (2017)

Instead of CRF or Softmax, one can apply another LSTM to decode the encoded representations.

These models are known as sequence-to-sequence (seq2seq) models (Bahdanau et al., 2014). These

seq2seq models, however, are aimed to perform more complicated language tasks such as neural

machine translation (Bahdanau et al., 2014; Cho et al., 2014b). Still, Straková et al. (2019)

compare seq2seq models with LSTM-CRF models for the more simple language task of NER.

The authors find that for flat NER the LSTM-CRF outperforms the seq2seq model (F1-score of

0.934 and 0.931 on CoNLL-2003 respectively). Nonetheless, for the more sophisticated task of

nested NER, where entities can be part of an outer entity as well, the seq2seq model achieves a

higher F1-score compared to LSTM-CRF (0.844 and 0.812 on ACE-2004 respectively). Hence,

their results support the claim that seq2seq is more useful when the task is more complex.

2.4.3 Other supervised methods

Still, other approaches to NER achieve good performance as well. Agerri et al. (2016) introduce

an end-to-end information extraction system for events covered in the news in the Newsreader

project. The project attempts to discover what happened, where, when, and who was involved

by analyzing news articles in English, Dutch, Italian, and Spanish. They implement models for
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fourteen NLP tasks such as NER and SRL. For NER, they use the ixa-pipe-nerc module (Agerri

et al., 2014), which uses the perceptron algorithm as described by Collins (2002). Although the

perceptron algorithm is relatively simple compared to the more frequently implemented RNNs,

the algorithm still obtains a F1-score of 0.850 on the Dutch CoNLL-2002 corpus (Agerri et al.,

2016) and a F1-score of 0.877 on SoNaR (Vossen et al., 2016). Similarly, the relatively simple

model achieves a F1-score of 0.914 on the English CoNLL-2003 corpus. Nonetheless, as shown by

Vossen et al. (2016), the simple perceptron algorithm achieves a F1-score of only 0.639 on Dutch

and 0.701 on English out-of-domain texts from the self-constructed MEANTIME (Multilingual

Event ANd TIME) corpus (Minard et al., 2016).

2.4.4 NER on novel ontologies

Most of the research in NER focuses on regular entities such as a person, location and organization.

In the current thesis, however, more specific entities such as the victim or suspect need to be

distinguished. Such a set of entities is referred to as an ontology. Similar to this thesis, a subset

of NLP research examines custom ontologies as well. For instance, Fleischman and Hovy (2002)

distinguish between eight entity types (i.e. athlete, businessperson, doctor, entertainer, lawyer,

police, politician). The authors create features based on local semantic context as well as the

more global topic of the text. Subsequently, the contextual information is inputted into several

classifiers in order to predict the correct entity labels. Their most successful classifier is a decision

tree classifier C4.5 (Quinlin, 1993), achieving an entity accuracy of 70.1%.

In contrast to Fleischman and Hovy (2002), Cimiano and Völker (2005) apply an unsupervised

approach for NER on novel entity ontologies. The authors propose an unsupervised NER method

using the syntactic context of each word. According to the researchers, their unsupervised ap-

proach potentially enhances NER performance when novel entity classes need to be recognized.

Furthermore, they argue that supervised approaches are less efficient since all the classes need to

be labeled. The researches create a new ontology that contains over 600 different classes. In the

end, their best rule-based algorithm obtains a F1-score of 0.326.

2.5 Traditional techniques for SRL

Whereas a typical entity annotation in NER involves the full name mention, a semantic role can be

annotated in various ways. Hence, in comparison to a named entity, the definition of a semantic role

is less evident. Nonetheless, the definition of a semantic role is especially relevant for this thesis,

since the semantic roles need to be informative for the police. Therefore, this section discusses some

SRL annotation techniques first (subsection 2.5.1). Subsequently, the second part of this section

describes some traditional SRL algorithms that are used in prior research (subsection 2.5.2).

2.5.1 SRL annotation

Semantic role labeling enables the discovery of semantic roles that are related to a given predicate.

As addressed by Màrquez et al. (2008), the PropBank annotations (Palmer et al., 2005) are
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primarily applied in the task of SRL. The PropBank only labels verb predicates and uses syntactic

constituents (i.e. spans) to represent arguments. The arguments represent the semantic roles in

the sentence. Palmer et al. (2005) define five core arguments that are presented in PropBank. The

first two arguments are independent of the verb. Hence, for all verbs Argument 0 (Arg0) is the

”Agent” and Argument 1 (Arg1) is the ”Patient” or ”Theme” of the verb. The other arguments

(Arg2, Arg3, Arg4) depend on the verb predicate. For instance, the verb ”kill” has an Arg2

defined to be an ”instrument”. Aside from the five arguments, PropBank defines eleven adjuncts

as well. These are labeled to be argument modifiers (ArgM). The adjuncts describe the location

(ArgM-LOC), time (ArgM-TMP), negation (ArgM-NEG), direction (ArgM-DIR), and more.

After the introduction of PropBank other corpora such as CoNLL-2005 (Carreras and Márquez,

2005), CoNLL-2012 (Pradhan et al., 2012) or the Dutch SoNaR (Schuurman et al., 2010) still ad-

here to the PropBank annotation structure. Nevertheless, other styles of annotations have been

developed as well. For instance, even though the traditional SRL task evolves around verb predic-

ates (Màrquez et al., 2008), more recent approaches try to enrich the predicate types. Bonial et al.

(2014) propose PropBank style annotations with the addition of adjective and noun predicates.

The authors argue that verbs will not always capture the relevant information of a sentence, as

illustrated by the following three sentences:

1. John fears Jack

2. John is afraid of Jack

3. John’s fear of Jack

The researchers show that the traditional PropBank would correctly identify ”John” and ”Jack”

to be separate arguments of the verb predicate ”fears”. Nonetheless, in the second sentence the re-

lation of the verb ”is” will contain ”John” as well as the whole span of ”afraid of Jack”. Moreover,

it would fail to return any argument in the last sentence, since there is no verb present. Therefore,

Bonial et al. (2014) argue that adjective predicates (”afraid” in the second sentence) and noun

predicates (”fear” in the third sentence) need to be considered to find the most meaningful rela-

tions.

As delineated by Màrquez et al. (2008), when the input sentence and its designated verb are

provided, a SRL system should identify the arguments and classify the semantic role for each of

the arguments. There are several methods to accomplish this task. As suggested by Shi and Lin

(2019) and Li et al. (2019), the two core approaches are the dependency-based SRL and span-based

SRL. For span-based SRL the whole argument is annotated. In contrast, dependency-based SRL

labels one word of the argument based on the word dependencies in the phrase. Frequently, this

word corresponds with the head word of the dependency structure (Johansson and Nugues, 2008;

Li et al., 2019). An example of the span and dependency annotation techniques is visualized by

Li et al. (2019) in Figure 2.15.

The figure illustrates that the dependency-based annotations consist of one word (i.e. head

word), whereas the span annotations cover the whole argument span. However, the head words

are not always informative (e.g. ”from” in Figure 2.15). Therefore, Surdeanu et al. (2003) propose
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the use of content words instead of head words. According to the authors, these content words

still use the dependency structure but convey the most informative information. Hence, instead of

the head word ”from” the content word ”John” would be labeled in the example from Figure 2.15.

Figure 2.15: Example of span (above) and dependency (below) SRL annotations, as visualized by
Li et al. (2019)

2.5.2 SRL algorithms

Many algorithms have been applied to perform SRL. At first, researchers used syntactic features

as input for a linear classifier such as SVMs (Pradhan et al., 2004, 2005). Typically, these features

are features such as the part of speech tag, the position of the phrase, the syntactic head of the

phrase (Gildea and Jurafsky, 2002). During these early stages, the state-of-the-art for the SRL

algorithms came close to a 70% F1-score (0.696 F1-score on PropBank for Pradhan et al. (2005)).

Furthermore, other research combines feature input has with non-linear classification algorithms.

Daelemans et al. (2010) apply a memory-based learning algorithm to find word similarity from

syllable-based features. As a classifier the authors use a combination of the decision tree classifier

IGTREE (Daelemans et al., 1997) and the nearest neighbor algorithm. Using this method, Vossen

et al. (2016) obtain a F1-score of 0.740 for SRL on the Dutch SoNaR dataset. Nevertheless,

with the rising popularity of neural networks, the technical methods for SRL have been adapted.

Although some neural network models still use some type of syntactic features (Fitzgerald et al.,

2015; Roth and Lapata, 2016), other researchers have proposed syntax-agnostic models (Li et al.,

2019; Ouchi et al., 2018; Zhou and Xu, 2015).

Zhou and Xu (2015) were the first to pioneer with the syntax-agnostic approach. They apply

a BiLSTM-CRF model with self-trained 32-dimensional word embeddings as input. The model

outperforms previous syntactic-based approaches, by achieving a F1-score of 0.828 on CoNLL-2005

and 0.813 on CoNLL-2012. More recently, Ouchi et al. (2018) trumped these performances by using

an ensemble method (F1-score of 0.885 on CoNLL-2005 and 0.870 on CoNLL-2012). The ensemble

method combines five runs of BiLSTM models that are initialized with ELMo embeddings.

2.6 BERT for NER and SRL

Even though traditional algorithms have resulted in high NER (Yadav et al., 2018) and SRL

(Ouchi et al., 2018) performances, BERT still improves the task performances to some extent.

Hence, in this section delineates different BERT approaches for NER (subsection 2.6.1) and SRL

(subsection 2.6.2).
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2.6.1 BERT for NER

Recently, Straková et al. (2019) obtain state-of-the-art performances for named entity recogni-

tion in English, Dutch, and Spanish, using a feature-based method. The authors experiment

with BERT, ELMo, and Flair representations. Inspired by Devlin et al. (2018), the researchers

concatenate the final four hidden layers to calculate the BERT features. Subsequently, the repres-

entations are entered into a model that uses a BiLSTM to encode the representations and a CRF

layer to decode the output from the BiLSTM into NER labels. For Dutch NER on CoNLL-2002,

the combination of BERT and Flair representations results in the state-of-the-art performance (F1-

score of 0.927). Still, when only BERT representations are used, the model achieves a comparable

F1-score of 0.925. Moreover, the research discovers that models with BERT representations out-

perform models without BERT representations for every tested language.

Despite the fact that state-of-the-art performances for NER are achieved with feature-based BERT

(Straková et al., 2019), Devlin et al. (2018) and Peters et al. (2019) show that the performance

from fine-tuned BERT surpasses feature-based BERT for NER and other NLP tasks. Nonetheless,

performance differences are relatively minor. For instance, as described earlier in section 2.3.3,

Devlin et al. (2018) find that a fine-tuning approach obtains a F1-score of 0.964 on the ConLL-2003

development set, compared to 0.961 of the best performing feature-based model. Similarly, Peters

et al. (2019) conclude that fine-tuned BERT with a Softmax classification layer slightly beats a

feature-based BERT with BiLSTM and CRF layers (F1-score of 0.924 and 0.922 on CoNLL-2003

respectively).

Next to English NER, Souza et al. (2019) show that the results from the fine-tuning approach

exceed results from feature-based BERT on Portuguese NER on the HAREM corpus (Santos

et al., 2006) as well (F1-score of 0.734 and 0.721 respectively). Furthermore, the authors apply an

additional fine-tuned approach that adds a CRF layer to the transformer model instead of a more

basic Softmax classifier. This results in the best performance (F1-score of 0.742).

2.6.2 BERT for SRL

In addition, Shi and Lin (2019) show that the fine-tuning approach is successful in the extraction of

relations through relation extraction and semantic role labeling. The authors implement BERT-

based models for both these tasks. In the case of SRL, they produce state-of-the-art results

on CoNLL-2005 (F1-score of 0.888). Their model has BERT as an encoder and decodes the

representations with one BiLSTM layer and a final multi-layer perceptron as classification layer.

Still, compared to alternative methods (Ouchi et al., 2018), the performance differences of in-

domain results are small. Furthermore, for CoNLL-2012 the ensemble model from Ouchi et al.

(2018) scores even higher than the BERT-based approach (F1 of 0.870 and 0.865 respectively).

Nonetheless, the BERT-based model from Shi and Lin (2019) outperforms the ensemble approach

in the out-of-domain performance (F1 of 0.820 and 0.796 on CoNLL-2005 respectively).
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2.7 Related work in the crime domain

As the previous section explains, BERT-based approaches have been successfully experimented

with for IE-related tasks such as NER (Devlin et al., 2018; Straková et al., 2019), and SRL

(Shi and Lin, 2019). Nonetheless, BERT has not been applied for information extraction on crime

texts. Still, other research does study crime-related information extraction. Therefore, this section

describes some of these prior studies (subsection 2.7.1). Furthermore, I discuss what information

is relevant to extract for crime texts in subsection 2.7.2.

2.7.1 Information extraction from crime texts

The automatic extraction of information from crime texts has mainly been considered for the

English language. Still, Schraagen et al. (2017) apply a NER system on Dutch fraud reports.

The researchers create their own manually annotated fraud dataset for evaluation, consisting out

of 250 reports involving fraud with 1,059 annotated named entities. The authors use the NER

classifier provided by Frog (Van Den Bosch et al., 2007), which is trained on the SoNaR-1 cor-

pus (Schuurman et al., 2010). Frog applies memory-based algorithms to tackle Dutch NLP-tasks

which are based on TiMBL (Daelemans et al., 2010), the Tilburg Memory Based Learner. For

NER, TiMBL uses a decision-tree classifier called IGTree (Daelemans et al., 1997). Using this

method, Schraagen et al. (2017) obtain a F1-score of just 0.38 for NER on the fraud dataset. This

is substantially worse than the IGTree performance that Desmet and Hoste (2014) achieve on the

SoNaR-1 corpus (F1-score of 0.77). These results imply that using this transfer-learning approach

is not sufficient for NER on Dutch fraud texts.

For the English language, there are more successful attempts to extract crime entities. Arulanan-

dam et al. (2014) extract crime locations using 70 articles (523 sentences) about theft cases. First,

they split the text into tokenized sentences using the Punkt-tokenizer (Kiss and Strunk, 2006) from

the Natural Language Toolkit (NLTK) (Bird et al., 2009). Secondly, the researchers apply NER

to identify all the location entity mentions within each sentence using the LBJ-Tagger (Ratinov

and Roth, 2009). This tagger is based on a perceptron classifier and gazetteers. Subsequently, the

authors deploy a CRF classifier to distinguish between sentences that include crime locations and

sentences that do not. Although they obtain promising results on recognizing the sentences with

crime locations (F1-score around 0.90), their model is unable to extract crime locations at a word

level. Furthermore, information that is spread out over multiple sentences cannot be extracted.

To assure that entity information across sentences is maintained, Dasgupta et al. (2017) use

coreference resolution as described in the Stanford CoreNLP toolkit (Manning et al., 2014). Aside

from the crime location, the authors extract the victim name, accused name, date of crime,

and nature of the crime from 3,000 crime-reporting news articles. To identify these different

entity types, they implement a three-step process. First, entities such as names and locations

are extracted according to the default Stanford Named Entity Recognizer (Finkel et al., 2005).

The Stanford NER module applies CRF in combination with Gibbs sampling (Geman and Geman,

1984). Secondly, to distinguish between victim and accused name, each word of the text is classified
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into a related crime category (e.g. victim). The classification is performed using the co-occurrence

of words with an SVM classifier. Thirdly, the authors apply a statistical learning method based on

mutual information to improve name resolution. Since crime texts usually refer to the same person

in multiple ways (full name, last name, name abbreviation, etc.), the researchers consider name

resolution a valuable step in the process of information extraction. Nonetheless, the extraction

of criminal names performs poorly (F1-score of 0.64) compared to the location and date (F1-

score of 0.88 and 0.87 respectively). In addition to the extraction of entities, the researchers

use the dependency parser from the CoreNLP toolkit to extract relations within sentences. The

extraction of these relations in combination with the entity extraction enables them to construct

a crime knowledge base.

Recently, Srinivasa and Thilagam (2019) expand the idea of a crime knowledge base by merging

information of multiple crime texts into one knowledge graph. The authors extract several entities

such as persons, locations, days, and organizations. They use a rule-based approach for NER and

relation extraction. However, according to Chiticariu et al. (2013), most academics proclaim that

rule-based systems are obsolete compared to ones that use machine learning. That said, the main

goal of the researchers is to merge information into a knowledge graph rather than information

extraction itself. For this purpose, they apply a semantic merging method. This method merges

information based on similarities of vector representations of the texts. This allows the researchers

to omit duplicate information.

2.7.2 Twelve components of interest

Before one can extract relevant information, the scope that defines the relevance needs to be

defined. In crime-related IE, the relevant information goes beyond proper name and location

extraction, since victim names and suspect names (Dasgupta et al., 2017), as well as crime locations

and other locations (Arulanandam et al., 2014) need to be differentiated. Generally, according to

De Kock (2014), there are twelve components that describe all relevant aspects of a crime case.

De Kock (2014) defines twelve elementary scenario components (ESC12) that can be used

to describe any narrative. Nevertheless, the author only considers the application of ESC12 to

anticipate criminal behavior. Therefore, the described components are useful in the context of the

current thesis. The twelve components consist of objective components (i.e. arena, time(frame),

context, protagonist, antagonist, means, modus operandi, resistance), subjective components (i.e.

motivation, primary objective), and interpretable components (i.e. symbolism, red herring). The

objective components are especially useful for information extraction since they are not dependent

on any interpretations.

Besides the twelve components, each of the scenario components is composed of variables. For

instance, the arena is described according to the variables: country, city, kill zone, static location,

general description, etc. Similarly, the protagonist component is subdivided into variables as well.

These protagonist variables can describe whether the protagonist is confirmed to have committed

the crime, the name of the protagonist, or the number of captured protagonists. Consequently,

the scenario components and the corresponding component variables constitute a crime-specific

ontology. Evidently, such an ontology is useful for crime-related information extraction.
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Methodology

In this thesis, I build a NER-based system to extract crime entities and a SRL system to enable

the extraction of textual crime-related descriptions. However, before NER or SRL can be applied,

the Dutch homicide texts are collected and prepared correctly. Furthermore, the raw output from

NER or SRL is insufficient, since both these tasks only provide token-level labels. Therefore,

these token-level classifications are translated into labels at the case level through two rule-based

algorithms. Finally, the token-level and case-level predictions are evaluated.

Altogether, the experimental pipeline consists of six main parts: (1) Data collection (section 3.1),

which scrapes and filters the data; (2) Data preparation (section 3.2), which prepares the data

and defines a homicide ontology for NER and SRL to enable further processing; (3) Crime token

classification (section 3.3 and section 3.4), which delineates BERT-based models for NER and SRL

to classify tokens; (4) Crime case classification (section 3.5), which defines rule-based algorithms

to translate the token-level output into case-level labels; (5) Token-level evaluation (section 3.6),

which evaluates the token-level predictions; (6) Case-level evaluation (section 3.6), which evalu-

ates performance of the case-level predictions. The complete pipeline is visualized in Figure 3.1.

Furthermore, I reference to the code and elaborate on the implementation in Appendix D.

Figure 3.1: Experimental pipeline
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Information to extract

As explained in subsection 2.7.2, there are a total of twelve relevant components. Nonetheless,

this research limits its scope by focusing on the extraction of three main components: protagonist,

antagonist, and arena. Using these three components helps to find the suspects (i.e. protagonists)

victims (i.e. antagonists), and homicide locations (i.e. arenas). Importantly, to avoid confusion

with the ESC12 components as described by De Kock (2014) and the three crime-related compon-

ents in this thesis, I refer to the current crime-related components as crime classes. To be clear,

these crime classes are the victim, suspect, and arena class. The choice for these three classes is in

line with selected entities from related work in the crime domain (subsection 2.7.1). For instance,

Arulanandam et al. (2014) use the location of crime as only entity of interest, and Dasgupta et al.

(2017) extract the crime location, victim and suspect entities.

Furthermore, in the interest of time, not all the relevant component variables (De Kock, 2014)

are considered. More specifically, only the ”city name”, ”name of the protagonist” and ”name of

the antagonist” are taken into account in the NER module. On the other hand, the SRL module is

less restricted since it extracts more than just names. Consequently, variables such as ”Kill zone”,

or ”Protagonist Age” can be discovered by the SRL module. Still, the SRL module is designed to

distinguish between the three crime classes and not between specific component variables.

3.1 Data collection

The IE systems that are proposed in this thesis use the self-constructed homicide corpus for

training and evaluation. This homicide corpus is composed out of textual Dutch descriptions

of homicides that took place in the Netherlands sometime between 2005 and 2011. The data is

scraped from Moordzaken.com1. This website describes cases involving 712 victims, where each

victim has its separate web page (hereafter victim page). This victim page is divided into four

parts: an information table, a case description, a suspect description, and the court decision. See

Figure A.1 in Appendix A for an example. From these four parts, the information table and case

description are present for all the victim pages, whereas the suspect description and court decision

are optional.

The information table contains structured information about the case, such as the victim name,

crime location, and current status of the case (solved or in progress). In contrast, the case descrip-

tion, suspect description, and court decision are unstructured texts. Since this thesis focuses on

information extraction from unstructured raw texts, the information table only helps to accelerate

the labeling process. Consequently, the table is excluded from the training corpus. Additionally,

the court decisions are excluded because these paragraphs complicate the text without providing

new information regarding the victim, suspect, or arena.

After the case descriptions and suspect descriptions are scraped, these texts combined into one

text for each victim page. Subsequently, there are two main filtering steps to conduct. First, the

crime classes are not necessarily included in the raw text. Hence, to ensure that all texts contain

1https://moordzaken.com/Moordlijsten
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sufficient relevant information, some of the victim pages are filtered out. More specifically, only

the victim pages with a text that contains the victim name and the crime location (according to

the information table) are included.

Second, when a homicide case has multiple victims, the website creates multiple victim pages

with duplicated texts. These duplicated texts can affect the training due to the over-representation

of a homicide case. Therefore, when there are at least two victims, all the victims are assigned

to one victim page. Subsequently, the remaining duplicate victim pages are removed from the

homicide corpus. After these steps, 510 cases remain (712 at the start, 542 after the first filtering

step, 510 after the second filtering step). These 510 cases constitute the final homicide corpus. In

total, this corpus contains 4,454 sentences.

3.2 Data Preparation

After the homicide cases are collected and filtered, the data is prepared to allow for the automatic

extraction of the crime classes. In this section, I explain how the case texts are split into sentences

and tokens at first (subsection 3.2.1). Subsequently, the procedures of annotating four different

annotation types (i.e. entities, semantic roles, case-level entities, case-level roles) are discussed.

First, the named entities are annotated (subsection 3.2.2). These entity-annotations are at token-

level and constitute as input for the NER module. Similarly, the token-level semantic roles are

annotated (subsection 3.2.3) to prepare the data for semantic role labeling by the SRL module.

However, in contrast to prior NER and SRL research, in this thesis the token-level annotations

need to be transformed into case-level annotations such that the victim(s), suspect(s), and arena(s)

can be distinguished for each case separately. Therefore, subsection 3.2.4 describes the labeling of

entities at a case-level, and subsection 3.2.5 elucidates the annotation procedure concerning the

case-level semantic roles.

3.2.1 Data tokenization, sentence splitting and POS tagging

The approach for tokenization and sentence splitting and POS tagging is the same as Agerri

et al. (2016) propose for the end-to-end Dutch Newsreader system. Accordingly, I use the pub-

licly available modules from the IXA-pipeline2 (Agerri et al., 2014). More specifically, the texts

are tokenized with the Alpino parser3 according to the IXA-tokenizer. Since the Alpino parser

is designed for the Dutch language, it is the parser of choice for the current homicide corpus.

Furthermore, the IXA-sentence-splitter is applied in order to split the sentences. Finally, the

IXA-pos-tagger is implemented to label the tokens with their corresponding POS tags. Based on

the results from Agerri et al. (2014), this tagger achieves around 97% accuracy. Still, after these

steps, a minor tokenization issue remains. Namely, for a name abbreviation such as ”John C.”,

the ”.” is separated from the ”C” when it appears as the final word in a sentence. Hence, the

produced tokens are ”John”, ”C” and ”..” instead of ”John”, ”C.” and ”.”. Nevertheless, this

problem is solved through a small python script.

2https://ixa2.si.ehu.es/ixa-pipes/
3http://www.let.rug.nl/vannoord/alp/Alpino/
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3.2.2 Named entity annotation

In this thesis, I apply two different token-level annotation methods. The current section elaborates

on the creation of the named entity annotations. The second method is called semantic role

annotation, where a broader range of phrases is labeled. This second approach is explained in

more detail in the next subsection.

BILOU annotation

For the entity labels, the BILOU annotation method is applied. Even though the BIO scheme is a

frequently applied annotation method (CoNLL-2002, MEANTIME, SoNaR), BILOU annotations

have shown to outperform BIO annotations (Ratinov and Roth, 2009) by a substantial margin

(up to 5.1% F1-score). For the BIO scheme, the first token of an entity mention is labeled with a

begin label (’B-ENTITY ’). Subsequently, if consecutive tokens continue with the entity mention,

the tokens are labeled with an inside label (’I-ENTITY ’). Finally, all the remaining tokens are

labeled with the outside label (’O’). The BILOU adapts this scheme such that the latest I-token

is replaced with a last label (’L-ENTITY ’). Furthermore, if an entity mention consists of only one

token, this token is labeled with a unit label (’U-ENTITY ’).

NER annotation guidelines

The named entities used in this thesis follow a flat labeling structure for personal names and

location names. Hence, no unnamed descriptions or references (e.g. the man, he) are considered.

This annotation style is in line with annotation guidelines provided CoNLL (Tjong Kim Sang,

2002; Tjong Kim Sang and De Meulder, 2003) and MUC-6 (Grishman and Sundheim, 1996).

Nevertheless, the current entity crime classes (i.e. victim, suspect, arena) are different from the

classes that CoNLL and MUC consider. Therefore, each of these entity classes is properly defined

such that the entity mentions can be annotated in a consistent manner. A detailed overview of

definitions for the entity classes is presented in Table 3.1.

The definition of the victim class is relatively straightforward. Regarding the suspect class,

however, it should be noted that people who have been acquitted are still labeled to be a suspect.

Consider a text which describes that a person got arrested and, at a later stage, the text explains

this person got acquitted. Since the NER module only considers sentence-level input, such a cross-

sentence pattern cannot be discovered. Therefore, to maintain consistency in the annotations, this

particular person would still be labeled to be a suspect since the person was arrested at one point.

Furthermore, the persons and locations that are no victim, suspect or arena, are considered as

well. It is assumed that this enrichment of information helps the NER module to distinguish person

and location names more effectively. Moreover, by adding regular person and regular location to

the entity classes, the corpus allows for a wider range of future experiments. For instance, it

enables the use of traditional NER models that are not trained with crime-specific entity classes.
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Entity class Definition Annotation Count
Avg.
per
case

VICTIM
Any mention of a person who got
murdered.

Name mention
Nickname or name
abbreviation

1,841 3.6

SUSPECT
Any mention of a person who has com-
mitted the homicide or has been arres-
ted at some point.

Name mention
Nickname or name
abbreviation

892 1.7

PERSON
Any mention of a person that is not
VICTIM or SUSPECT

Name mention
Nickname or name
abbreviation

83 0.2

ARENA

Any mention of the location of the hom-
icide where the mention is clearly linked
to the homicide. Or, if no location of
the homicide is present, any mention of
the location where the body was found.
Again, the mention is clearly linked to
the finding place.

City name 510 1.0

LOCATION
Any mention of a location that is not
ARENA.

City name
Region name (dis-
trict level or larger)
Country name

269 0.5

Table 3.1: Named entity annotations for the homicide corpus

With respect to the locations, the difference between the ARENA and LOCATION entity-classes

can be confusing. Namely, the city of the homicide can be labeled as LOCATION at instance A,

even though the same city name is labeled as ARENA at instance B in the text. However, this

only happens if instance A does not clearly link to the homicide. Figure 3.2 illustrates how the

same city can be labeled with different classes because the second mention does not directly relate

to the location of the homicide.

Figure 3.2: Example with labeled entity classes. It illustrates that the same city can be labeled
differently (shown in bold).

NER annotation procedure

The named entities are annotated according to two consecutive processes: the automatic annota-

tion and the manual annotation. The automatic annotation uses the victim name and the crime

location (i.e. arena) from the information table to automatically annotate these entities for the

tokenized text. Still, during the manual annotation phase, I read all the texts in the homicide
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corpus to review the automatic annotations for missing or wrong victim and arena annotations.

Furthermore, I manually annotate all the suspect, person, and location mentions. These manually

adapted and annotated labels constitute the ground truth NER values for the homicide corpus.

3.2.3 Semantic role annotation

For the semantic role annotations, not only the names but descriptions and references of the victim,

suspect, and arena are labeled as well. As a consequence, more component variables, as defined

by De Kock (2014), can be captured. For instance, the description might contain the number of

suspects or the kill zone (i.e. urban or rural).

In this subsection, I first define the semantic role annotation guidelines. These guidelines

specify the homicide ontology for SRL. Secondly, the annotation procedure is described.

SRL annotation guidelines

The semantic role annotations used in this thesis are specifically tuned for the homicide context.

Nonetheless, the PropBank guidelines (Palmer et al., 2005) are considered to be the foundation

for the crime role labels. Hence, in line with these guidelines, I label one verb predicate for each

sentence. Consequently, when there are multiple predicates in a sentence, the sentence is duplic-

ated such that each duplicate has one labeled predicate remaining. Besides the predicates, the

PropBank annotations contain argument spans (Arg0, Arg1, etc.), as discussed in subsection 2.5.1.

In a straightforward example, the PropBank Arg0, Arg1, and ArgM-LOC annotations represent

the victim, suspect, and arena classes. For example:

[John]Arg0 [kills]V [Jack]Arg1 [on the street]ArgM−LOC .

However, an Arg0 span does not inherently contain the suspect and an Arg1 span does not have

to refer to the victim. For instance, according to the PropBank guidelines the suspect should

be labeled as Arg1 for the verb-predicate ”arrested”. Therefore, the arguments as prescribed by

the PropBank guidelines cannot be applied for the crime role annotation directly. Consequently,

I label the PropBank argument spans with the corresponding crime class, disregarding the type

of PropBank argument (i.e. Arg0, Arg1, Arg2, etc.). This general annotation process can be

formulated as follows:

Given a sentence:

1. Identify the predicate V

2. Identify the PropBank argument spans of V

3. Based on the argument spans infer the crime class for the spans

Nevertheless, the texts can have a complicated structure where the crime class span is different

from the regular PropBank argument spans. In this thesis, it is desirable to keep close to the

PropBank representations, since those annotations have proven to be successful over the years
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(Màrquez et al., 2008). Moreover, it is expected that the consistency of using the PropBank

argument spans leads to more robust results since only a small set of data is available to learn

patterns from. On the other hand, it is advantageous to have the labels resemble the actual crime

classes of victim, suspect, and arena. Otherwise, post-processing algorithms would still need to

extract the classes from a potentially ambiguous argument span. Furthermore, if one only uses

unambiguous argument spans to represent the crime class spans, some relevant information about

the crime classes gets lost. Therefore, a couple of annotation rules are defined. These rules help

to label the homicide cases in a structured manner while maintaining most information that is

specific to the crime classes.

First, there is a possibility that a crime class mention (i.e. a mention in the text that refers to

the victim, suspect, or arena class) is embedded within a PropBank argument span. For instance

the victim ”Jack” in the sentence ”The bike of Jack was found.”, is embedded in the PropBank

argument span ”The bike of Jack”. Obviously, ”Jack” is a victim but ”The bike of Jack” is no

victim. For such an ambiguous case, the content word, as proposed by Surdeanu et al. (2003), is

identified. According to the authors, the content word is the most informative word in a given

phrase. Furthermore, the authors define six heuristics to extract the content word of a phrase

(Figure 3.3).

Figure 3.3: Heuristics to detect the content word, as defined by Surdeanu et al. (2003)

Following from these heuristics, PropBank arguments can be filtered based on informative words.

More specifically, PropBank argument spans that do not have part of a crime class mention as

a content word or are not related to a crime class mention through a conjunction, are excluded.

This avoids labeling the argument ”The bike of Jack”, which has ”bike” as the content word.

Nevertheless, for the argument span ”A friend and Jack”, the argument span is kept for further

processing, since the content word ”friend” is related to victim ”Jack” through the conjunction

”and”. The next further processing step demands that the sub-argument spans (”Jack”, ”friend”)
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are labeled individually if it represents a crime class. For example, the following sentence shows

that victim and suspect are labeled separately due to the conjunction ”and” (assuming Jack is

the victim and John the suspect):

Crime role annotation: [John]SUS and [Jack]V IC [got]V into a fight.

PropBank annotation: [John and Jack]Arg0 [got]V [into a fight]Arg2.

Another rule that I consider relates to prepositions. If the PropBank argument span is a pre-

positional phrase (PP), the preposition is removed from the span. For example, the following

annotation illustrates the prepositional exclusion:

Crime role annotation: [Jack]V IC was [shot]V by [John]SUS .

PropBank annotation: [Jack]Arg1 was [shot]V [by John]Arg0.

The above-described rules to assess and determine the crime class span can be summarized in

three steps:

1. If the PropBank argument span denotes a PP, the preposition should be removed from the

argument span.

2. The resulting argument span should be annotated in full if the content word is part of a

crime class mention and there is no conjunction within the argument span.

3. The resulting argument span should be annotated by sub-argument spans (for each crime

class mention) if a conjunction in the argument span exists and the content word is part of

a crime class mention or is related to a crime class mention through the conjunction.

Additionally, one more adaption from the PropBank annotation guidelines is implemented. The

PropBank guidelines prescribe the use of coreference chains for empty categories. These types of

annotations involve references to arguments as long as these arguments are not part of any other

argument span. However, the current research has few classes and more empty categories than

PropBank. Consequently, the coreference annotations would exhibit a more complicated annota-

tion structure than in PropBank. Furthermore, Schuurman et al. (2010) show that a semantic role

corpus can successfully be built without this coreference property. Hence, to keep the annotation

process efficient, the current research mostly disregards the coreference chains. Nonetheless, the

coreferences are annotated for words that link a clause or phrase to a noun or pronoun in the

same sentence. More specifically, the annotations include coreferences of relative pronouns and

pronominal adverbs that link persons or locations. These relatively straightforward references

can result is more informative crime class spans. In the sentence ”The 40-year old male, who

murdered his friend, was arrested”, there are two predicates (i.e. murdered, arrested). The pre-

dicate ”murdered” belongs to the clause ”who murdered his friend”. In this clause, there exists a

SUSPECT-span ”who”. However, by including the relative pronoun coreferences, the coreference

”The 40-year old male” is annotated for the predicate ”murdered” as well.
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Role class Definition Annotation Count
Avg.
per
case

VICTIM
Any mention of the person(s) who got
murdered.

Name
Description
Reference

2,881 5.6

SUSPECT
Any mention of the person(s) who has
or have committed the homicide or who
has or have been arrested at some point.

Name
Description
Reference

3,252 6.4

ARENA

Any mention of the location of the hom-
icide where the mention is clearly linked
to the homicide. Or, if no location of
the homicide is present, any mention of
the location where the body was found.
Again, the mention is clearly linked to
the finding place.

Location name (e.g.
city name, region
name)
Description
Reference

1,011 2.0

Table 3.2: Semantic role annotations for the homicide corpus

Following the aforementioned guidelines, the texts can be labeled as long as proper definitions

for the crime classes are provided. Accordingly, Table 3.2 provides a detailed overview of crime

role class definitions, annotation types, and corpus statistics. Notably, the definition of VIC-

TIM and SUSPECT allow crime class mentions that describe multiple persons (e.g. ”a group of

people”). Furthermore, in contrast to the NER annotations, the regular person (non-victim and

non-suspect) and regular location (non-arena) are not included. This exclusion reduces the time

spent on the annotation process, while the most important classes (i.e. victim, suspect, arena) are

maintained.

Based on the guidelines and role class definitions, the SRL annotation process can be initiated.

Figure 3.4 shows an example of the SRL annotations as well as the NER annotations. Note that

the SRL annotations detect the suspect mention, whereas the NER annotations fail to do so.

Figure 3.4: Example with named entity labels and semantic role labels
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SRL annotation procedure

Since the semantic roles cover more than just names, it is inefficient to annotate everything manu-

ally. Therefore, similar to the named entity annotation procedure, the semantic role annotation

procedure follows two main steps: the automatic annotation and the manual annotation. First,

the initial labels are assigned automatically according to five steps:

1. The POS-tagged verbs are identified, using the IXA-pos-tagger (Agerri et al., 2014). Each

identified verb denotes the potential predicate of the sentence.

2. The sentences are duplicated in order to have one potential predicate per sentence.

3. The SoNaR training corpus (Schuurman et al., 2010) is prepared to make predictions. Fur-

thermore, only Arg0, Arg1, and ArgM-LOC labels are considered, since the other arguments

are less likely to contain a crime component.

4. A BERT-based model4 (Zhangguoxioa, 2019) is trained on the SoNaR training corpus to

predict the initial argument labels for the homicide corpus.

5. The Arg0 predictions are renamed to SUSPECT, the Arg1 predictions to VICTIM, and the

ArgM-LOC predictions to ARENA.

After this automatic labeling procedure, the argument predictions are manually assessed and ad-

justed such that they fit the earlier defined SRL annotations guidelines. I perform these adaptions

myself, using the online tool Doccano5.

Finally, the resulting annotations are transformed according to the BILOU annotation format.

This scheme deviates from the status-quo (e.g. PropBank, SoNaR), which uses the BIO scheme.

However, it is expected that, as with NER (Ratinov and Roth, 2009), the more specific BILOU

annotations improve the classification performance.

3.2.4 Case entities annotation

From the token-level named entity labels the case-level entity labels are deduced. The collection

of these case-level entity labels describe victim(s), suspect(s) and arena(s) for each homicide case.

All of the cases have a clear full name mention (i.e. first name and last name) the victim.

Therefore, every homicide case has at least one case entity label for the victim class. Furthermore,

if there are several victims, a list of victim names is annotated. In regard to the suspect, the

full name is rarely mentioned. Consequently, I apply a simple heuristic to determine the suspect

case label. This heuristic takes the longest suspect name mention that appears in the case. For

example, this ensures that the mention ”Jack Smith” is labeled instead of ”Jack S.” or ”Jack”.

When there is no suspect mention in the text at all, the case suspect label is assigned a null value.

Furthermore, when a victim or suspect has a nickname. The nickname is annotated in addition

to the normal name mention.

4https://github.com/zhangguoxiao/bert-for-srl
5https://github.com/doccano/doccano
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Case-level
entity class

Definition Annotation Count
Avg.
per
case

# cases
present

VICTIM A person who got murdered.
Full name
Nickname 567 1.11 510

SUSPECT
A person who has committed
the homicide or who has been
arrested at some point.

Longest name
that is present
in the complete
text
Nickname

289 0.57 251

ARENA

Location of the homicide
where the location is clearly
linked to the homicide. Or,
if no location of homicide is
present, the location where
the body was found. Again,
the location is clearly linked
to the finding place.

City name 490 0.96 488

Table 3.3: Case-level entity annotations for the homicide corpus

For the arena class, the city of homicide is labeled. However, if the city of homicide is not

included in the text, the city where the body is found is annotated. In 22 cases the text does not

mention any of these two options. For those cases, the arena value is given a null value.

Table 3.3 summarizes the annotations for the case-level entities. Notably, as presented in the

table, in a subset of 57 cases (567 - 510) there are multiple victims. Furthermore, only 251 of the

cases have a suspect annotation.

3.2.5 Case roles annotation

The case roles labels are selected from the token-level semantic role labels. The SRL labels are

diverse, containing person names and city mentions as well as more generic descriptions and

references. Each of these semantic roles potentially enriches the information. For instance, one

of the roles might indicate that the suspect is a family member of the victim, whereas another

can provide information about the age-group of the suspect. Therefore, it is decided to construct

case-level roles based on a list of almost all the semantic role annotations of a case. Nonetheless,

two types of semantic role mentions are excluded from the case-roles annotations: mentions that

are fully contained in another mention and pronouns. These mentions are ignored because they

are deemed to convey insufficient relevant information. Furthermore, when a crime class has no

semantic roles for a particular case, the corresponding class is annotated as a null value for this

case.

Table 3.4 shows an overview of the definitions, annotation types, and statistics concerning the

case-level role annotations.
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Case-level
role class

Definition Annotation Count
Avg.
per
case

# cases
present

VICTIM
The person(s) who got
murdered.

Victim role that is
not contained in an-
other victim role and
is no pronoun

1,001 1.96 510

SUSPECT

The person(s) who has or
have committed the homicide
or who has or have been ar-
rested at some point.

Suspect role that is
not contained in an-
other suspect role
and is no pronoun

1,125 2.21 466

ARENA

Location of the homicide
where the location is clearly
linked to the homicide. Or,
if no location of homicide is
present, the location where
the body was found. Again,
the location is clearly linked
to the finding place.

Arena role that is not
contained in another
arena role and is no
pronoun

825 1.62 490

Table 3.4: Case-level role annotations for the homicide corpus

3.2.6 Train-test split

The final preprocessing step splits the data into a training, development, and test set. Both the

NER and SRL modules use the training set to update the weights of the model. Subsequently,

the development set is utilized to assess models during the optimization processes. Finally, the

test set is used to evaluate the NER and SRL approaches. In addition, the case-level entity and

case-level role predictions are evaluated on the test set as well.

The homicide corpus consists of 510 cases with a total number of 4,454 sentences. Importantly,

the cases need to remain intact such that case-level entities and roles can be extracted in the final

phase. Furthermore, when cases are not intact, the sentences that belong to a case can be scattered

across the different data sets (i.e. train, development, and test set). Evidently, this could cause

data leakage from the train to the development or test set. Nevertheless, the NER and SRL

models are trained on sentences, so the actual number of sentences in the train, development,

and test set should be considered as well. Therefore, this thesis strives to have approximately has

75% of the sentences in the training set, 15% in the development set, and 10% in the test set.

However, the exact split-percentages slightly differ such that the homicide cases are kept intact.

A summary of the number of sentences, the number of cases and the number of annotations in

the train, development, and test set are shown in Table 3.5.

Information extraction from homicide-related Dutch texts using BERT 39



CHAPTER 3. METHODOLOGY

# Sentences # Cases
#
Named
entities

#
Semantic
roles

# Case
entities

# Case
roles

Train 3,338 (74.9%) 383 (75.1%) 2,691 5,297 1,001 2,202
Development 662 (14.9%) 82 (16.1%) 571 1,155 220 470
Test 454 (10.2%) 45 (8.8%) 333 692 125 279

Total 4,454 (100%) 510 (100%) 3,595 7,144 1,346 2,951

Table 3.5: Train-dev-test split

3.3 Named Entity Recognition module

After the data is collected, filtered and annotated, it is utilized by the NER or SRL module. In

this section the approaches of NER module are delineated. In regard to this NER module, I

implement five experimental BERT architectures and a baseline model. In subsection 3.3.1 the

the fine-tuned BERT architectures are delineated. Subsequently, subsection 3.3.2 discusses the

architectures that use feature-based BERT. Furthermore, I describe the baseline architecture in

subsection 3.3.3. Finally, the model parameter configurations are outlined in subsection 3.3.4. To

summarize, the following architectures are implemented:

• BERT fine-tuned + Softmax

• BERT fine-tuned + CRF

• BERT feature-based + BiLSTM + Softmax

• BERT feature-based + BiLSTM + CRF

• BERT feature-based + CRF

• FastText + BiLSTM + CRF (baseline from Yadav et al. (2018))

The experiments as described in this section help to discover the best NER model architecture for

the homicide corpus. In order to run the BERT experiments, I modify publicly available code6

from Lu (2020), who apply the HuggingFace implementation of BERT (Wolf et al., 2019). In

contrast, for the FastText baseline model, the official code7 from Yadav et al. (2018) is used.

Furthermore, to train all the models I use Google Colab with a Tesla P100-PCIE-16GB GPU.

3.3.1 Fine-tuned BERT

The first experiments are related to the fine-tuned BERT model. Figure 3.5 visualizes the fine-

tuned BERT architecture that is used in this thesis. It shows that the words are tokenized into

WordPiece tokens first. Subsequently, the BERT encoder learns the BERT representations. Then,

the representations are inputted to a dense layer followed by the classification layer. Note that, in

contrast to Devlin et al. (2018), CRF as well as Softmax classification layers are applied. Finally,

the BILOU labels for the crime classes are derived from the classification layer.

6https://github.com/Louis-udm/NER-BERT-CRF
7https://github.com/vikas95/Pref_Suff_Span_NN
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Figure 3.5: Model architecture for fine-tuned BERT. The red arrows indicate where weight updates
take place, whereas the grey arrows visualize the input representations. Note that the actual
model has Dutch texts. The English text in the figure is just used for illustrative purposes. The
visualization is adapted from Arkhipov et al. (2019).

Classification layer

Softmax In line with the best performing BERT implementation from Devlin et al. (2018),

the current research applies fine-tuned BERT with Softmax classification. This Softmax function

uses inputs from the dense layer to calculate the most likely class of the input word. The following

formula shows the Softmax calculation, where xi represents the dense layer value for a NER class

label i:

softmax(xi) =
exp(xi)∑
j exp(xj))

CRF Based on prior literature (Reimers and Gurevych, 2017), deep learning models with a

CRF classification layer mostly outperform models with a Softmax classification layer. Hence,

CRF is often the preferred method of implementation (e.g. Souza et al. (2019)). Still, the original

implementation of BERT (Devlin et al., 2018) uses Softmax, with close to state-of-the-art results.

Hence, both CRF and Softmax classification layers are applied. In contrast to Softmax, the

CRF layer takes the sequence of the NER labels into account. The CRF-formula below shows the

calculation of the probability of labels ȳ based on dense representations x̄. Furthermore, fj denotes

a feature function that represents a learned pattern between sequential y-labels. Subsequently,

this value is multiplied by a weight wj .

p(ȳ|x̄) =
exp(

∑
i

∑
j wjfj(yi−1, yi, x̄, i))∑

y′∈Y exp(
∑

i

∑
j wjfj(y′i−1, y

′
i, x̄, i))
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3.3.2 Feature-based BERT

Existing literature shows that feature-based BERT models only slightly underperform compared

to fine-tuned BERT (Devlin et al., 2018; Peters et al., 2019). Furthermore, even though fine-tuned

BERT implementations have shown to improve on feature-based results (Devlin et al., 2018; Peters

et al., 2019), state-of-the-art performances are achieved with BERT as input features (Straková

et al., 2019). These contradicting results motivate the decision to experiment with fine-tuning

as well as feature-based approaches. The various feature-based models of this thesis differ with

respect to the classification layer (i.e. Softmax or CRF), as well as the number of BiLSTM layers

(i.e. one, two, or no BiLSTM). A general overview of the model is shown in Figure 3.6.

Figure 3.6: Model architecture for feature-based BERT. The red arrows indicate where weight
updates take place, whereas the grey arrows visualize the input representations. Note that the
actual model has Dutch texts. The English text in the figure is just used for illustrative purposes.
The visualization is adapted from Arkhipov et al. (2019).

BiLSTM

Straková et al. (2019) and Souza et al. (2019) both use the BiLSTM-CRF implementation as

proposed by Lample et al. (2016). Their model uses one layer of BiLSTM and an additional fully

connected hidden layer that is positioned just before the CRF layer. Even though Straková et al.

(2019) and Souza et al. (2019) both use BERT features, Straková et al. (2019) combine the BERT

features with character-level and sub-word-level embeddings as well as with other contextualized

embeddings (i.e. ELMo and Flair embeddings). Nevertheless, to enable a fair comparison between

the feature-based and fine-tuned models, I follow the approach from Souza et al. (2019), who only

use BERT features to initialize the model with.
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In contrast to Straková et al. (2019) and Souza et al. (2019), Devlin et al. (2018) applies a

two-layer BiLSTM network for the feature-based approach. Therefore, this thesis experiments

with both the two-layered BiLSTM as well as the one-layered BiLSTM.

In addition, models with no BiLSTM layers are implemented as well. Most prior research

(Devlin et al., 2018; Souza et al., 2019; Straková et al., 2019) do not consider this configuration.

Still, I experiment with this architecture such that performance differences between fine-tuned and

feature-based models can be examined more extensively.

Classification layer

Softmax As with the fine-tuned BERT models, the Softmax function is used to classify the

entities for some of the feature-based models. Note, however, that the Softmax layer is only reas-

onable with a BiLSTM encoder in place. If there is no BiLSTM, the Softmax layer would classify

straight from the BERT features. As a consequence, such a model is not able to learn task-specific

patterns. Therefore, the Softmax layer is only implemented when a BiLSTM encoder is applied.

CRF Recent literature achieves state-of-the-art results for Dutch NER using feature-based

BERT with a BiLSTM encoder and a CRF classification layer (Straková et al., 2019). Similarly,

Souza et al. (2019) apply this structure to Portuguese texts as well. In line with these prior works,

this thesis implements feature-based BERT models with a CRF classification layer.

3.3.3 FastText + BiLSTM + CRF

Finally, I compare a baseline model with the BERT-based models. As a baseline model, I apply the

NER model from Yadav et al. (2018). Their model is a proper baseline since the model obtained

state-of-the-art performance before the advent of BERT. The researchers initialize their model

with FastText embeddings and use a one-layer BiLSTM encoder with a CRF layer as a decoder.

To resemble the implementation from Yadav et al. (2018), I use the same hyperparameter settings.

Only the maximum number of epochs is adjusted from 150 to 100 to preserve time. Consequently,

this baseline model is not subjected to any hyperparameter optimization. As mentioned earlier, I

use the published code from researchers8 Yadav et al. (2018) for the current implementation.

3.3.4 Model optimization

Many of the existing BERT studies use the Adam optimizer (Devlin et al., 2018; Peters et al.,

2019; Straková et al., 2019) to update model weights. This thesis does not deviate from the status

quo, and thus uses the Adam optimizer as well. Nonetheless, some of the hyperparameters are

experimented with. Typically, the learning rate, number of epochs, batch size, dropout ratio, or

weight decay are adapted during model experimentation (Devlin et al., 2018; Peters et al., 2019).

However, due to time constraints, I only consider the learning rate and dropout ratio between

encoder and decoder.

8https://github.com/vikas95/Pref_Suff_Span_NN
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Learning rate In line with Devlin et al. (2018), this thesis uses the learning rates 5e-5 and

2e-5 for BERT. Additionally, for other layers (i.e. BiLSTM and CRF) the default Adam learning

rate of 0.001 is applied. This learning rate corresponds with the learning rate that Souza et al.

(2019) and Straková et al. (2019) use as well.

Dropout Concerning the dropout rate between encoder and decoder, both 0.1 and 0.5 are

experimented with. Devlin et al. (2018) apply a dropout rate of 0.1 for the whole BERT model

and after the BERT encoder. In contrast, Straková et al. (2019) and Souza et al. (2019) use a

dropout rate of 0.5 after the BERT representation layer. Therefore, both 0.1 and 0.5 dropout

ratios are applied. Importantly, similar to Devlin et al. (2018), the dropout rate in between the

12 BERT layers stays at 0.1.

Batch size The batch size is 32 for all the models. This choice is based on Devlin et al.

(2018), who use a batch size of 16 or 32. Furthermore, Masters and Luschi (2018) show that batch

sizes of 32 or smaller generally achieve the best performance in deep learning models. The current

thesis does not experiment with batch sizes smaller than 32, in order to limit the computation time.

Maximum number of epochs The maximum number of epochs is predetermined as well.

The authors that introduce BERT (Devlin et al., 2018), use a maximum of four epochs for their

fine-tuned models. In contrast, Souza et al. (2019) obtain the best results with 15 epochs for

the fine-tuned models and 50 for the feature-based models. This thesis replicates the values from

Souza et al. (2019). Importantly, however, these epoch values only function as a maximum. Con-

sequently, the final model for each BERT configuration is trained on at most 15 epochs for the

fine-tuned models and at most 50 epochs for the feature-based models.

Maximum sequence length The BERT model allows for a maximum of 512 input tokens.

Nonetheless, for the homicide corpus, there is no need to use all 512 tokens since most sentences

have far fewer BERT tokens, Therefore, all the experimental BERT models in this thesis have

maximum sequence length of 128 BERT tokens. This is the same that Sun et al. (2019) use for

their BERT model. Still, one sentence in the training data, with 150 BERT tokens, surpasses

this threshold. For this instance, the sentence is truncated at the end, such that the first 126

WordPieces, the classification token ([CLS]), and the separation token ([SEP]) remain.

Remaining parameters The remaining hyperparameter values are kept at a constant value to

reduce the number of experiments. Most of them are replicated from Devlin et al. (2018). Hence,

the same weight decay value of 0.01 is applied to BERT and non-BERT layers. Furthermore, the

same β1 (0.9) and β2 (0.999) are used. However, the number of warmup steps is reduced compared

to Devlin et al. (2018) since the homicide corpus is smaller than the corpora that Devlin et al.

(2018) work with. Hence, similar to Sun et al. (2019), a warmup proportion of 0.1 is applied. Since

the fine-tuned models have at most 2,100 training steps, there are 210 warmup steps. Furthermore,

the feature-based models have a maximum of 7,350 training steps, and hence 735 warmup steps.
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To summarize, there are four different hyperparameter settings for the two fine-tuned BERT

architectures (combinations of dropout and the learning rate). Similarly, there are four settings

for the two feature-based architectures with a BiLSTM encoder (combinations of dropout and the

number of layers). Finally, there are two dropout settings for the feature-based BERT with CRF

architecture (and without a BiLSTM). Consequently, there are eighteen different BERT model con-

figurations. Additionally, the FastText-based model is implemented as well. A complete overview

of the models and parameter configurations is presented in Table 3.6. Furthermore, since neural

networks are inherently stochastic, each run with the same parameters could lead to different res-

ults. Therefore, to make the predictions more robust, I run each of the nineteen models four times.

Architecture Parameter configuration

Dropout*
Learning

rate**

# BiLSTM-

layers

BERT fine-tuned + Softmax 0.5 5e-5 NA

BERT fine-tuned + Softmax 0.5 2e-5 NA

BERT fine-tuned + Softmax 0.1 5e-5 NA

BERT fine-tuned + Softmax 0.1 2e-5 NA

BERT fine-tuned + CRF 0.5 5e-5 NA

BERT fine-tuned + CRF 0.5 2e-5 NA

BERT fine-tuned + CRF 0.1 5e-5 NA

BERT fine-tuned + CRF 0.1 2e-5 NA

BERT feature-based + BiLSTM + Softmax 0.5 NA 1

BERT feature-based + BiLSTM + Softmax 0.5 NA 2

BERT feature-based + BiLSTM + Softmax 0.1 NA 1

BERT feature-based + BiLSTM + Softmax 0.1 NA 2

BERT feature-based + BiLSTM + CRF 0.5 NA 1

BERT feature-based + BiLSTM + CRF 0.5 NA 2

BERT feature-based + BiLSTM + CRF 0.1 NA 1

BERT feature-based + BiLSTM + CRF 0.1 NA 2

BERT feature-based + CRF 0.5 NA NA

BERT feature-based + CRF 0.1 NA NA

FastText + BiLSTM + CRF (Yadav et al.,

2018)
0.55 NA 1

* dropout rate between BERT and its successive layer

** learning rate of the BERT encoder

Table 3.6: All NER model configurations
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3.4 Semantic Role Labeling module

Since NER is the core focus of this thesis, the experiments of the SRL module are limited. Hence,

I only use two BERT models and do not implement a baseline model. The choice of the two

models is based on the intermediate evaluation of the NER models. Since the feature-based BERT

with two BiLSTM layers and a Softmax layer performs best on NER, this model configuration is

applied for SRL as well. Subsequently, I implement the fine-tuned BERT with CRF to examine

the performance of the opposite architecture (fine-tuned is the opposite of feature-based and CRF

is the opposite of Softmax). This provides insights on whether the SRL module exhibits similar

patterns as the NER module.

The code of both experiments is inspired by publicly available code9 from Zhangguoxioa (2019).

This is the same code that was used for the initialization of SRL labels, as described in subsec-

tion 3.2.3. Below, the model configurations are shown in more detail. Furthermore, Table 3.7

summarizes the two model configurations.

BERT feature-based + BiLSTM + Softmax The best performing NER model is the

feature-based BERT model with a Softmax classification layer, where the dropout rate is equal

to 0.5 and two BiLSTM-layers are inserted before the Softmax-layer. Therefore, this same model

structure is applied for the SRL task. In contrast to the NER model, however, the number of

epochs is reduced from 50 to 25 for time efficiency purposes. Furthermore, the model is evaluated

after every 5 epochs instead of every epoch.

BERT fine-tuned + CRF The second SRL experiment utilizes the BERT fine-tuned model

with a CRF layer. Furthermore, since the best performing NER model with this architecture has

a dropout rate of 0.5 and a learning rate of 5e-5, the same hyperparameter configuration is applied

for the SRL model. Nevertheless, whereas the NER model is evaluated at every epoch, the SRL

model is evaluated after every 3 epochs to preserve time.

Architecture Parameter configuration

Dropout*
Learning

rate**

# BiLSTM-

layers

BERT fine-tuned + CRF 0.5 5e-5 NA

BERT feature-based + BiLSTM + Softmax 0.5 NA 2

* dropout rate between BERT and its successive layer

** learning rate of the BERT encoder

Table 3.7: All SRL model configurations

9https://github.com/zhangguoxiao/bert-for-srl
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3.5 Case-level classification

Subsequent to the NER module and the SRL module the token-level predictions are translated

into case-level predictions. These case-level predictions enable the police to quickly access rel-

evant information about a case (i.e. victim, suspect, arena). Nevertheless, note that this thesis

prioritizes the experimentation with the NER module. Therefore, I construct just simple rule-

based algorithms to infer the case-level labels. In this section, I first explain Algorithm 1 (sub-

section 3.5.1), which provides the case-level entity predictions based on the NER predictions.

Subsequently, Algorithm 2 is defined (subsection 3.5.2), which infers the case-level roles using the

SRL predictions.

3.5.1 Case entities inference (Algorithm 1)

The input for the case-level entity inference algorithm consists of word tokens and their corres-

ponding token-level BILOU labels. Importantly, since only the victim, suspect, or arena classes

are of interest at a case level, the NER predictions of regular persons and regular locations are

discarded. Consequently, the output of the algorithm contains a list of predictions for each of the

three crime classes. However, these predictions need to adhere to three properties.

1. Similar to the labeling process (subsection 3.2.4), there should be only one prediction for
each unique victim, suspect, or arena. Therefore, when multiple entity mentions refer to the
same person or location, only one of these mentions should be selected.

2. Different names need to be distinguished when several victims, suspects, or arenas are
present.

3. The three classes are disjoint (e.g. a suspect cannot be a victim). Consequently, the entity
inference algorithm needs to present disjoint predictions as well.

To account for the first property, the proposed algorithm considers entity mentions to refer to

the same person or location when the mention contains another mention of the same crime class

(e.g. ”John” is contained in ”John C.”). Sometimes, however, a mention is not fully contained

in the entity mention, even though they refer to the same person or location (e.g. ”J.C.” is not

contained in ”John C.”). Therefore, the entity mentions with the same capitalized letters are

assumed to refer to the same person or location as well. Naturally, the algorithm only checks

the capitalized letters if the entity mention has at least two words or is an abbreviation. All the

remaining mentions of a crime class are assumed to refer to a different person or location. Hence,

this rule-based algorithm satisfies the first two properties.

Finally, names that are classified to be both suspect and victim need special care. For these in-

stances, I consider two basic approaches: (1) identify them as a victim only, or (2) identify them as

a suspect only. Based on intermediate results on the development set, the second option is selected.

The following pseudo-code summarizes the rule-based entity inference algorithm that satisfies

the three properties. This algorithm is referred to as Algorithm 1.
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Data: NER predictions

Result: Case-level entity predictions

for each case do

for class in VICTIM, SUSPECT, ARENA do

append raw entity predictions with list of NER predictions for class;

end

for raw entity predictions do

if entity mention contains another entity mention of the same class then

select longest of these entity mentions;

else if entity mention consists of multiple words or is an abbreviation and the

capitalized letters of the entity mention are equal to capitalized letters of another

entity mention of the same class then

select longest of these entity mentions;

else
select the entity mention

end

end

if entity mention belongs both to the victim and suspect class then

remove entity mention from victim class;

end

end

Algorithm 1: Inference of case-level entities

3.5.2 Case roles inference (Algorithm 2)

The case-roles inference algorithm utilizes the token-level predictions from the SRL module. In

contrast to the entities, there can be multiple useful descriptions that are captured by the semantic

roles. Hence, the case-roles inference algorithm should be able to predict multiple roles for a victim,

suspect, or arena class. Furthermore, in contrast to the named entities, the semantic roles of the

three crime classes are not necessarily disjoint. For instance, the role ”a man” can be assigned to

both a victim and a suspect. Consequently, the properties of the case entities inference algorithm

do not necessarily hold for the case roles inference algorithm. Therefore, similar to the case roles

annotations as described in subsection 3.2.5, the semantic role predictions are filtered according

to two steps.

First, predicted semantic roles that are contained in other semantic role mentions from the

same crime class are discarded. Second, the semantic role is discarded when it equals a pronoun.

This rule-based algorithm can be simply described according to the pseudo-code below. This al-

gorithm is referred to as Algorithm 2.
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Data: SRL predictions

Result: Case-level role predictions

for each case do

for class in VICTIM, SUSPECT, ARENA do

append raw role predictions with list of SRL predictions for class;

end

for raw role predictions do

if role mention contains another role mention of the same class then

remove shortest of these mentions from the list of role mentions;

end

if role mention is not a pronoun then

select the role mention;

end

end

end

Algorithm 2: Inference of case-level roles

3.6 System Evaluation

There are four evaluation steps in this thesis. The first two steps evaluate the NER and SRL

module. Subsequently, the last two steps evaluate the case-level entity predictions after Algorithm

1 as well as the case-level role predictions from Algorithm 2. In this section, the evaluation metrics

are delineated for each of these four systems.

3.6.1 NER evaluation

First, the performances of the NER models are evaluated. In line with other research in the field

of named entity recognition (Devlin et al., 2018; Straková et al., 2019; Yadav et al., 2018), the

micro F1-score is used to evaluate the performance on. Importantly, to compute the F1-score

of a model, the precision and recall need to be calculated first. These three metrics are defined

according to the following formulas:

precision =
True positives

True positives+ False positives

recall =
True positives

True positives+ False negatives

F1 =
2 · precision · recall
precision+ recall

To execute these computations, I apply the Python seqeval package10. This package calculates

10https://github.com/chakki-works/seqeval
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the metric scores for each of the entity classes (i.e. victim, suspect, arena, person, location). Nev-

ertheless, since the native seqeval package does not offer BILOU support, I manually adapt the

package to enable the evaluation of BILOU labels.

There are three aspects are evaluated for the NER models. First of all, I focus on the gen-

eral performances of the five BERT architectures and the baseline (section 3.3) and compare them

with each other. Second, the effect of the hyperparameter settings for each of the architectures are

compared. The evaluation of both these two aspects helps to deduce the best performing model

configuration. As a consequence, SRQ2 can be answered accordingly.

Finally, I evaluate the metric scores for the specific entity classes as well. This allows me to

assess the extent to which the NER models can successfully extract the crime classes. Based on

these assessments, SRQ1 and SRQ2 can be answered.

3.6.2 SRL evaluation

Second, similar to the NER evaluation, SRL is evaluated using the precision, recall, and micro F1

metrics from the seqeval package. Again, the seqeval package is adapted to support the evaluation

of BILOU annotations. This time, however, only the three crime classes (i.e. victim, suspect,

arena) are evaluated, since the regular person and regular location are not annotated for SRL.

Moreover, I do not experiment with hyperparameters for SRL, so the different parameter settings

are not evaluated. Nevertheless, I still evaluate the results of two BERT architectures (section 3.4)

and the performances for the crime classes. Consequently, I can provide an answer to SRQ3.

3.6.3 Case entities evaluation

Third, the case-level entity predictions are evaluated with respect to the crime classes as well.

However, different from the token-level predictions, the F1-score is not used to evaluate teh case-

level predictions. Instead, the accuracy per case is calculated for each of the three classes. The

accuracy is defined according to the following formula:

accuracy =
True positives+ True negatives

Total

Subsequently, the final accuracy score of a crime class is computed by averaging the case-level

scores. This final mean accuracy score reflects the proportion of the correctly identified victim,

suspect, and arena entities across all the cases.

Besides using just the mean accuracy, the results should allow for more extensive evaluation

that allows for error analysis as well. Therefore, the numbers of true positives (TP), true negatives

(TN), false positives (FP), and false negatives (FN) are evaluated as well. Note, however, that

the algorithm predicts string values (person and location names). Therefore the definitions of

”positive” and ”negative” as used in typical classification evaluations do not apply. Therefore,

positive instances are defined to be instances that have some entity value (e.g. victim or suspect

name) and negative instances are defined to be instances where there is no value at all (e.g. if no
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suspect is present in the text). More specifically, the measures can be defined as defined as follows:

TP = predicted value and true value are the same entity value

TN = predicted value and true value are a null value

FP = predicted value is an entity value while the true value is a null value or a different

entity value

FN = predicted value is a null value while the true value is an entity value

Finally, the algorithm is evaluated on the exact accuracy as well. The exact accuracy represents

the accuracy where an entire crime class is correctly classified for a specific case. For example,

consider a case with victims Jack and Dennis. If the algorithm classifies only Jack to be the victim,

the normal accuracy is 50% whereas the exact accuracy is 0%. Using this exact accuracy on top

of the regular accuracy helps to provide a better understanding of the usefulness of the algorithm.

Hence, for each homicide case the following calculation is performed per crime class:

exact accuracy =

1 all true values = all predicted values

0 otherwise

Overall, these metrics help to evaluate the case-level entity predictions. Accordingly, they provide

part of the answer to the MRQ.

3.6.4 Case roles evaluation

Finally, the SRL system (i.e. SRL-module combined with Algorithm 2) is evaluated based on the

mean accuracy, exact accuracy as well. Moreover, I assess the errors of the system based on true

positives, true negatives, false positives, and false negatives. However, this time the predicted

values and true values are semantic roles instead of named entities. Therefore, the accuracy for

a particular case denotes the proportion of the correctly labeled semantic role labels compared to

the wrongly or not assigned semantic role labels. Hence, the evaluations regarding the case-level

role predictions help to answer the MRQ.
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Results

This chapter presents the results in four distinct sections. First, the performances of the NER

architectures are assessed in section 4.1. Subsequently, the evaluation results of the SRL module

are provided in section 4.2. The third evaluation involves the case-level entity predictions from

Algorithm 1 (section 4.3). Finally, the results of the case roles from Algorithm 2 are evaluated in

section 4.4.

4.1 NER module results

For each NER architecture, the different parameter configurations are evaluated. In this section,

an overview of the results is revealed first (subsection 4.1.1). Subsequently, the results of the

separate NER architectures are presented with more detailed information about the performances

of different hyperparameter settings and the metric scores for the entity classes. Furthermore, all

the shown results represent the mean metric values of four different runs. The results for all the

architectures, as discussed in section 3.3, are presented:

• BERT fine-tuned + Softmax (subsection 4.1.2)

• BERT fine-tuned + CRF (subsection 4.1.3)

• BERT feature-based + BiLSTM + Softmax (subsection 4.1.4)

• BERT feature-based + BiLSTM + CRF (subsection 4.1.5)

• BERT feature-based + CRF (subsection 4.1.6)

• FastText + BiLSTM + CRF (subsection 4.1.7)
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4.1.1 NER results overview

The results for the NER architectures are summarized by Table 4.1. From the table, one can

deduce that the feature-based BERT in combination with BiLSTM and Softmax layers achieves the

highest metric scores (precision of 0.846, recall of 0.848, and F1-score of 0.847). Furthermore, the

results show that the architectures with a Softmax classification layer outperform the architectures

with a CRF layer. Also, the feature-based BERT models with a BiLSTM encoder achieve higher

results than their fine-tuned counterparts. Nevertheless, feature-based BERT without a BiLSTM

has the worst performance (F1-score of 0.677). Finally, the FastText-based baseline obtains the

second-lowest F1-score (0.796).

All the displayed metric scores are from the best configuration of the corresponding NER

architecture. For instance, feature-based BERT with BiLSTM and Softmax layers uses a dropout

rate of 0.5 and two BiLSTM layers. Subsequent subsections delineate the results of the different

parameter configurations for each architecture. Furthermore, a complete overview of test results

for all configurations can be found in Appendix B (Table B.1). Additionally, Table B.2 in Appendix

B provides all results on the development set as well.

Architecture Precision Recall F1

BERT fine-tuned + Softmax 0.832 0.845 0.838
BERT fine-tuned + CRF 0.822 0.837 0.829
BERT feature-based + BiLSTM + Softmax 0.846 0.848 0.847
BERT feature-based + BiLSTM + CRF 0.821 0.847 0.834
BERT feature-based + CRF 0.644 0.715 0.677

FastText + BiLSTM + CRF 0.802 0.791 0.796
(Yadav et al., 2018)

italics = worst score
bold = best score

Table 4.1: Results for the NER architectures on the test set
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4.1.2 NER results of BERT fine-tuned + Softmax

For the fine-tuned BERT encoder with a Softmax classification layer the different dropout and

learning rates are compared in Table 4.2.

Parameter configuration Precision Recall F1

Dropout Learning Rate

0.5 5e-5 0.799 0.820 0.809
0.5 2e-5 0.820 0.842 0.831
0.1 5e-5 0.815 0.844 0.829
0.1 2e-5 0.832 0.845 0.838

italics = worst score
bold = best score

Table 4.2: NER results of parameter configurations for BERT fine-tuned +
Softmax on the test set

As shown in Table 4.2, this architecture achieves the best results with a dropout value of 0.1 and

a learning rate of 2e-5 (F1-score of 0.838). Hence, Table 4.3 presents the results of this parameter

configuration for each entity class. The table shows that the victim and arena classes are extracted

most successfully with very similar F1-scores (0.889 and 0.885 respectively).

Entity class Precision Recall F1 Support

VICTIM 0.867 0.911 0.889 183
SUSPECT 0.785 0.735 0.759 83
ARENA 0.819 0.963 0.885 41
PERSON* 0.050 0.083 0.063 3

LOCATION** 0.813 0.598 0.688 23

Total 0.832 0.845 0.838 333
* person who is not suspect or victim
** location that is not arena

Table 4.3: NER results of BERT fine-tuned + Softmax (dropout = 0.1, lr = 2e-5) on
the test set
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4.1.3 NER results of BERT fine-tuned + CRF

Similar to the previously discussed architecture, different dropout and learning rates are experi-

mented with for the fine-tuned BERT model with a CRF layer (Table 4.4).

Parameter configuration Precision Recall F1

Dropout Learning Rate

0.5 5e-5 0.822 0.837 0.829
0.5 2e-5 0.804 0.824 0.814
0.1 5e-5 0.813 0.830 0.821
0.1 2e-5 0.795 0.812 0.803

italics = worst score
bold = best score

Table 4.4: NER results of parameter configurations for BERT fine-tuned + CRF
on the test set

From Table 4.4 the best parameter combination can be deduced. Accordingly, the NER architec-

ture achieves the highest metric scores with a dropout of 0.5 and a learning rate of 5e-5 (F1-score

of 0.829). Table 4.5 elaborates on the results of this model. This time, the arena class is extracted

most effectively (F1-score 0.906).

Entity class Precision Recall F1 Support

VICTIM 0.861 0.889 0.874 183
SUSPECT 0.763 0.741 0.746 83
ARENA 0.847 0,976 0.906 41
PERSON* 0.000 0.000 0.000 3

LOCATION** 0.819 0.630 0.712 23

Total 0.822 0.837 0.829 333
* person who is not suspect or victim
** location that is not arena

Table 4.5: NER results of BERT fine-tuned + CRF (dropout = 0.5, lr = 5e-5) on the
test set
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4.1.4 NER results of BERT feature-based + BiLSTM + Softmax

In contrast to the fine-tuned BERT architectures, the learning rate is not adjusted for the feature-

based BERT architectures. This follows from the fact that the BERT features are unaffected by

learning rate changes. Nevertheless, the number of BiLSTM layers is experimented with. Table 4.6

presents the results for the different parameter settings when a Softmax classification layer is added

on top of the feature-based BERT and BiLSTM.

Parameter configuration Precision Recall F1

Dropout # BiLSTM-layers

0.5 1 0.833 0.839 0.836
0.5 2 0.846 0.848 0.847
0.1 1 0.832 0.835 0.833
0.1 2 0.844 0.842 0.843

italics = worst score
bold = best score

Table 4.6: NER results of parameter configurations for BERT feature-based +
BiLSTM + Softmax on the test set

According to Table 4.6, the best model uses a dropout-rate of 0.5 and 2 BiLSTM layers in between

the BERT-model and the Softmax layer (F1-score of 0.847). Table 4.7 explores the class-level scores

of this particular model. In line with the previously evaluated model, the arena class obtains the

highest performance (F1-score of 0.927).

Entity class Precision Recall F1 Support

VICTIM 0.875 0.889 0.882 183
SUSPECT 0.776 0.774 0.773 83
ARENA 0.864 1.000 0.927 41
PERSON* 0,750 0.250 0.375 3

LOCATION** 0.832 0.598 0.695 23

Total 0.846 0.848 0.847 333
* person who is not suspect or victim
** location that is not arena

Table 4.7: NER results of BERT feature-based + BiLSTM + Softmax (dropout = 0.5,
BiLSTM layers = 2) on the test set
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4.1.5 NER results of BERT feature-based + BiLSTM + CRF

For the feature-based BERT model with a BiLSTM encoder and a CRF classification layer, the

results of different parameter settings are compared as well (Table 4.8).

Parameter configuration Precision Recall F1

Dropout # BiLSTM-layers

0.5 1 0.788 0.825 0.806
0.5 2 0.821 0.847 0.834
0.1 1 0.762 0.803 0.782
0.1 2 0.803 0.841 0.821

italics = worst score
bold = best score

Table 4.8: NER results of parameter configurations for BERT feature-based +
BiLSTM + CRF on the test set

Similar to the other feature-based architecture, the feature-based BERT with a CRF layer obtains

best results (F1-score of 0.834) when the dropout proportion equals 0.5 and two BiLSTM layers are

used (see Table 4.8). Therefore, the performance of the model with these parameter configurations

is displayed in more detail in Table 4.9. Again, the arena class acquires the best F1-score (0.946),

followed by the victim class (F1-score of 0.875).

Entity class Precision Recall F1 Support

VICTIM 0.865 0.885 0.875 183
SUSPECT 0.771 0.762 0.765 83
ARENA 0.897 1.000 0.946 41
PERSON* 1.000 0.333 0.500 3

LOCATION** 0.886 0.641 0.743 23

Total 0.821 0.847 0.834 333
* person who is not suspect or victim
** location that is not arena

Table 4.9: NER results of BERT feature-based + BiLSTM + CRF (dropout = 0.5,
BiLSTM layers = 2) on the test set
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4.1.6 NER results of BERT feature-based + CRF

The results of the final BERT-based model correspond to the feature-based BERT model with a

CRF layer without a BiLSTM encoder. Since no BiLSTM layers are present, only the dropout

proportion is experimented with. The results of the different dropout proportions are visualized

in Table 4.10.

Parameter configuration Precision Recall F1

Dropout # BiLSTM-layers

0.5 NA 0.644 0.715 0.677
0.1 NA 0.575 0.706 0.634

bold = best score

Table 4.10: NER results of parameter configurations for BERT feature-based +
CRF on the test set

As can be deduced from Table 4.10, a dropout proportion of 0.5 results in a better performance

(F1-score of 0.677). Therefore, Table 4.11 presents the entity-level scores for the feature-based

BERT with a CRF classification layer with a 0.5 dropout proportion. The arena class scores high

again (F1-score of 0.908). However, the victim and suspect classes drop in performance compared

to the other models (approximately 10% for the victim class and 15% for the suspect class).

Entity class Precision Recall F1 Support

VICTIM 0.750 0.817 0.782 183
SUSPECT 0.666 0.515 0.581 83
ARENA 0.941 0.878 0.908 41
PERSON* 0.000 0.000 0.000 3

LOCATION** 0.886 0.424 0.574 23

Total 0.644 0.715 0.677 333
* person who is not suspect or victim
** location that is not arena

Table 4.11: NER results of BERT feature-based + CRF (dropout = 0.5) on the test
set
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4.1.7 NER results of FastText + BiLSTM + CRF

Finally, the FastText-based model of Yadav et al. (2018) with a BiLSTM and CRF layer is evalu-

ated. Note that for this model, the parameters as described by Yadav et al. (2018) are replicated

and no parameters are tuned. Therefore, this architecture only has one model. The class-level

results of this model are shown in Table 4.12. Similar to the BERT models, the table shows that

the arena class is most successfully extracted (F1-score of 0.89) for the FastText-based model as

well.

Entity class Precision Recall F1 Support

VICTIM 0.836 0.857 0.846 183
SUSPECT 0.721 0.645 0.677 83
ARENA 0.847 0.939 0.890 41
PERSON* 0.000 0.000 0.000 3

LOCATION** 0.816 0.641 0.715 23

Total 0.802 0.791 0.796 333
* person who is not suspect or victim
** location that is not arena

Table 4.12: NER results of FastText + BiLSTM + CRF on the test set
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4.2 SRL module results

Two semantic role labeling models are experimented with. As explained in section 3.4, these

models represent the best NER model architecture (BERT feature-based + BiLSTM + Softmax)

and the opposite architecture (BERT fine-tuned + CRF). At first, the summary of the results of

these two architectures is provided in subsection 4.2.1. Subsequently, more detailed results of the

two model configurations are delineated in the other sections. Again, the presented results of the

SRL models are the aggregate of four separate runs.

4.2.1 SRL results overview

The performances of the two models are compared in Table 4.13. Both models use the same

parameter configurations as their NER counterparts. Interestingly, the table shows that the fine-

tuned BERT model with a CRF classification layer outperforms the alternative model (BERT

feature-based + BiLSTM + Softmax) with a F1-score of 0.714 compared to 0.655 respectively.

Architecture Precision Recall F1

BERT feature-based + BiLSTM + Softmax 0.634 0.677 0.655
BERT fine-tuned + CRF 0.703 0.725 0.714

bold = best score

Table 4.13: Overview of results for the SRL architectures on the test set

Similarly, the models can be evaluated on the development set as well. The results of this devel-

opment set are summarized in Table 4.14. Again, the fine-tuned BERT with a CRF obtains the

highest F1-score (0.73).

Architecture Precision Recall F1

BERT feature-based + BiLSTM + Softmax 0.658 0.715 0.685
BERT fine-tuned + CRF 0.707 0.754 0.730

bold = best score

Table 4.14: Overview of results for the SRL architectures on the development set
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4.2.2 SRL results of BERT feature-based + BiLSTM + Softmax

As shown in Table 4.1, the best performing NER model is a feature-based BERT model with

2 layers of BiLSTM layers and a Softmax classification layer. Furthermore, the model uses a

0.5 dropout rate. This same configuration is evaluated for the task of semantic role labeling.

Table 4.15 presents the results of this SRL model. In contrast to the NER results, the arena

class of the SRL model has the lowest score (F1-score of 0.58) compared to the other classes.

Furthermore, the SRL model extracts the victim class most successfully (F1-score of 0.70).

Role class Precision Recall F1 Support

VICTIM 0.707 0.695 0.700 268
SUSPECT 0.655 0.685 0.670 325
ARENA 0.556 0.606 0.580 99

Total 0.634 0.677 0.655 692

Table 4.15: SRL results of BERT feature-based + BiLSTM + Softmax (dropout =
0.5, BiLSTM layers = 2) on the test set

4.2.3 SRL results of BERT fine-tuned + CRF

The other SRL model is the opposite of the first model with respect to the classification layer (CRF

instead of Softmax) and the BERT approach (fine-tuned instead of feature-based). Furthermore,

the parameters are configured such that they resemble the best performing NER model which uses

fine-tuned BERT with a CRF. Consequently, a learning rate of 5e-5 and a dropout proportion of

0.5 is applied. These results are displayed in Table 4.16. Similar to the other SRL model, the

results show that the arena class has a worse F1-score (0.63) than the victim (0.76) and suspect

(0.71) classes.

Role class Precision Recall F1 Support

VICTIM 0.745 0.779 0.761 268
SUSPECT 0.731 0.697 0.713 325
ARENA 0.592 0.672 0.629 99

Total 0.703 0.725 0.714 692

Table 4.16: SRL results of BERT fine-tuned + CRF (dropout = 0.5, lr = 5e-5) on the
test set
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4.3 Case entities results

Before applying Algorithm 1, I review the NER results on the development set. Based on these

results (see Table B.2 in Appendix B), feature-based BERT with 2 BiLSTM layers and a Softmax

classification layer (dropout = 0.5) is used to predict the token-level entities. From these initial

token-level predictions Algorithm 1 infers the entities at a case-level. Table 4.17 and Table 4.18

show the case-level results. The presented results belong to the 45 homicide cases in the test set

and are aggregated over four separate runs.

Table 4.17 displays the overall mean accuracy and exact accuracy. The exact accuracy repres-

ents the accuracy where the entire crime class is correctly classified for a specific homicide case.

The table shows that the NER system identifies the crime classes with a mean accuracy of 0.87

and an exact accuracy of 0.79. Furthermore, the arena class is most accurately identified (0.93

mean accuracy and 0.90 exact accuracy).

Additionally, Table 4.18 shows the number of true positives (TP), true negatives (TN), false

positives (FP) and false negatives (FN), as defined in subsection 3.6.3.

Crime class Exact accuracy Mean accuracy

VICTIM 0.744 0.873
SUSPECT 0.717 0.819
ARENA 0.900 0.930

Total 0.787 0.874

Table 4.17: Algorithm 1 (case entities) accuracy results on the test
set

Crime class TP TN FP FN
# positive
labels*

# negative
labels**

VICTIM 47.25 0 11.5 1 49 0
SUSPECT 30.5 16.25 11.25 1.5 35 19
ARENA 40 3.75 6.25 0 41 5

Total 117.75 20 29 2.5 125 24
* true non-null values
** true null values

Table 4.18: Algorithm 1 (case entities) error analysis on the test set

Three examples of case-level entity predictions can be found in Appendix C.
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4.4 Case roles results

Algorithm 2 uses the generated token-level predictions from the SRL module to infer the case-

level role labels. The fine-tuned BERT with a CRF classification layer (dropout = 0.5, learning

rate = 5e-5) achieves the highest F1-score on the development set (see Table 4.14). Therefore,

the predictions from this model configuration constitute the input for Algorithm 2. As explained

in subsection 3.6.4, the mean accuracy, exact accuracy, and the number of true positives, true

negatives, false positives, and false negatives are all evaluated. All the results for the 45 homicide

cases in the test set are presented in Table 4.19 and Table 4.20. Similar to all prior evaluations,

the results are the average of four runs.

Based on the results in Table 4.19, one can deduce that the mean accuracy equals 0.69 and

the exact accuracy 0.47. Furthermore, the arena class has the lowest mean accuracy score (0.62)

and the suspect class has the lowest exact accuracy score (0.42).

Crime class Exact accuracy Mean accuracy

VICTIM 0.511 0.750
SUSPECT 0.417 0.698
ARENA 0.467 0.622

Total 0.465 0.690

Table 4.19: Algorithm 2 (case roles) accuracy results on the test set

Crime class TP TN FP FN
# positive
labels*

# negative
labels**

VICTIM 57.5 0 29.5 6.25 87 0
SUSPECT 70.5 2.75 35 11.5 119 4
ARENA 42 0.75 32 6.5 73 2

Total 170 3.5 96.5 24.25 279 6
* true non-null values
** true null values

Table 4.20: Algorithm 2 (case roles) error analysis on the test set

Three examples of case-level role predictions can be found in Appendix C.
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Discussion

In this chapter, the results are discussed in more detail. First, in section 5.1, section 5.2, and

section 5.3 the models’ performances are interpreted by relating them to the sub research questions

and prior research. Subsequently, I interpret the results concerning the main research question

in section 5.4. Finally, section 5.5 delineates the limitations of the thesis and discusses potential

future research.

5.1 Interpretation of NER results

There are two research questions relating the the NER module. First, I focus on SRQ1:

SRQ1: To what extent can BERT be leveraged for named entity recognition on homicide-

related Dutch texts?

Based on the results, BERT for NER on the homicide corpus is promising for two main reasons.

First, the BERT architectures generally outperform the FastText-BiLSTM-CRF (Yadav et al.,

2018) baseline. Hence, the BERT models can be leveraged to a greater extent than the baseline

model. Second, the F1-score (0.847) of the best model configuration (BERT feature-based +

BiLSTM + Softmax) is higher than the scores of crime-related NER from prior works (Dasgupta

et al., 2017; Schraagen et al., 2017).

As described in subsection 2.7.1, Dasgupta et al. (2017) use NER to extract crime-related

named entities. The researchers obtain a high F1-score of 0.88 for the extraction of crime loca-

tions. Similarly, as shown in Table 4.7, the arena entity class has the highest F1-score (0.927) on

the homicide corpus. Interestingly, the other model architectures (except fine-tuned BERT with

Softmax) obtain the highest F1-score for the arena class as well. Therefore, in line with the results

from Dasgupta et al. (2017), the results of this thesis imply that the arena (i.e. location of the

crime) is relatively easy to extract. Even when the architectures are simple (feature-based BERT

+ CRF) or do not include BERT (FastText + BiLSTM + CRF), the arena extraction has good

performances. Note that for two BERT architectures (feature-based BERT + BiLSTM + Softmax

and feature-based BERT + BiLSTM + CRF) the recall of the arena class achieves the perfect
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score of 1.0, indicating that the NER system extracts the arena for all instances. Importantly,

however, since the size of the test set is small, a perfect score like this is more likely to occur.

On the other hand, the extraction of the suspect class is the worst of the crime classes for all

the model architectures. Especially the simple BERT architecture (feature-based BERT + CRF)

and the baseline (FastText + BiLSTM + CRF) show low F1-scores (0.58 and 0.68 respectively).

This is in line with the results from Dasgupta et al. (2017), who obtain their worst score on the

extraction of the criminal name (F1-score of 0.64). Interestingly, however, the performances on the

suspect class of the remaining BERT models are substantially better. The best model (feature-

based BERT + BiLSTM + Softmax) even achieves a F1-score of 0.77. These results imply that

the use of BERT allows for improvement regarding the extraction of the suspect class.

Still, one should note that the corpora from this thesis and Dasgupta et al. (2017) are different.

Therefore, it remains difficult to compare results from the current homicide corpus and their

crime corpus directly. Nonetheless, the precision and recall of the suspect class are interesting

to compare, since Dasgupta et al. (2017) obtain a large discrepancy between the two measures.

More specifically, their model has a precision of 0.93 and a recall of 0.49 for the criminal name

extraction. For two of the implemented models from this thesis, such a pattern is present to a

lesser extent as well. First, the feature-based BERT with only a CRF layer obtains a precision of

0.67 and a recall of 0.52 for the suspect class. Second, the FastText-based model has a precision of

0.72 and a 0.65 of recall for the suspect class. Nevertheless, most of the remaining BERT models

obtain a similar precision and recall score. For instance, as shown in Table 4.7, the precision and

recall scores of the suspect class for the best model (BERT feature-based + BiLSTM + Softmax) is

almost equal (0.776 and 0.774 respectively). These results imply that the BERT-based models do

not necessarily favor precision or recall for the suspect class. In contrast, the person and location

classes show different results. Notably, however, there are relatively few mentions of these entity

classes in the test set (23 location mentions and 3 person mentions). Therefore, it is difficult to

make implications for these two entity classes. Moreover, implications regarding these classes are

less relevant, since the corresponding entity mentions are unrelated to the homicide.

Consequently, most of the proposed BERT models in this thesis score well for the victim,

suspect, and arena classes with respect to precision, recall, and F1-score. Especially the feature-

based BERT with BiLSTM and Softmax layers performs well. Still, compared to state-of-the-art

F1-scores of regular NER (0.934 on CoNLL-2003 and 0.927 on CoNLL-2002 (Straková et al.,

2019)), the F1-score of 0.847 lacks behind. Nevertheless, as with the crime corpus from Dasgupta

et al. (2017), direct comparisons with other corpora are not that insightful. For example, Souza

et al. (2019) achieve a state-of-the-art F1-score of 0.742 on the Portuguese HAREM corpus (Santos

et al., 2006) using similar model architectures that Straková et al. (2019) use. Furthermore, the

current homicide corpus is relatively small (4,454 sentences in the training set) compared to a

corpus such as the Dutch CoNLL-2002 (Tjong Kim Sang, 2002) or English CoNLL-2003 (Tjong

Kim Sang and De Meulder, 2003) (15,806 and 14,987 sentences in the training set respectively).

Based on prior research (Sun et al., 2019) it is expected that the proposed NER models will

perform better when they are trained on more data.
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5.2 Best BERT configuration for NER

In this section, I discuss the results concerning the second sub research question:

SRQ2: What BERT configuration is favorable with respect to named entity recognition on homicide-

related Dutch texts?

5.2.1 The model architectures

The NER results, as presented in section 4.1, help to answer this question. Firstly, as can be

deduced from Table 4.1, four of the five BERT models (F1-score between 0.829 - 0.847) outperform

the baseline (F1-score of 0.796). These observations are in line with existing literature, where

BERT-based models achieve state-of-the-art results (Souza et al., 2019; Straková et al., 2019).

Interestingly, however, the BERT architecture consisting of feature-based BERT with a CRF

layer and without BiLSTM layers shows a substantially worse performance (F1-score of 0.677).

Even though this score is lower than the scores of the other architectures, this pattern is to

be expected. First of all, the literature that successfully implements feature-based BERT (e.g.

Devlin et al. (2018), Straková et al. (2019)), only apply feature-based BERT in combination

with a BiLSTM encoder. Moreover, prior to the advent of BERT, the combination of BiLSTM

and CRF layers proved to be superior to a stand-alone CRF for NER on CoNLL-2003 (Huang

et al., 2015). Still, the difference in performance between CRF and BiLSTM-CRF that Huang

et al. (2015) find is considerably smaller (0.03 F1-score difference) than the difference in this

thesis (0.16 F1-score difference). One of the reasons for this disagreement could be related to

the homicide ontology. Namely, the results in Table 4.11 show that especially the victim and

suspect classes score worse compared to the other architectures. This implies that more complex

architectures such as a BiLSTM and fine-tuned BERT are necessary to distinguish between the

victim and suspect classes. Another reason for the observation might be that the CRF layer is

not as useful for NER on the homicide corpus as it has been on other corpora. As discussed in

subsection 2.4.1, the CRF learns patterns based on the order of consecutive labels. However, in

the homicide corpus there are relatively few labels in the training set (2,691 entities) compared

to other corpora such as CoNLL-2003 (23,499 entities) or the HAREM corpus that Souza et al.

(2019) use (5,017 entities). Hence, this property might make it difficult for a CRF layer to learn

useful patterns. Furthermore, based on the results from prior research (Reimers and Gurevych,

2017; Souza et al., 2019) one would expect that a CRF layer outperforms Softmax layer for NER.

In contrast, the results from Table 4.1 indicate that BERT configurations with a CRF layer score

slightly lower than the same models with a Softmax classification layer. Again, this result can

probably be attributed to the fact that there are too few NER labels in the homicide corpus that

the CRF layer can learn patterns from.

Besides the classification layer, the BERT-approach (i.e. feature-based or fine-tuned) is ex-

perimented with as well. Existing research (Devlin et al., 2018; Peters et al., 2019; Souza et al.,

2019) also apply both approaches. As described in subsection 2.6.1, these studies find that the

fine-tuned approach is slightly superior to the feature-based BERT-models. In contrast, in this
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thesis, the feature-based approach (with BiLSTM layers) outperforms the fine-tuned approach on

the homicide corpus. Even though this contradicts most prior research, it is not as surprising as

one might think. First, existing research only finds minor differences between the two approaches

(Devlin et al., 2018; Peters et al., 2019; Souza et al., 2019). Furthermore, the current state-of-the-

art on CoNLL-2003 and CoNLL-2002 utilizes feature-based BERT as well (Straková et al., 2019).

Hence, when to use fine-tuned or feature-based models is not evident. However, based on the

results of this thesis, the feature-based models are more suitable for NER on the homicide corpus.

5.2.2 The model parameters

Other relevant observations of the BERT models concern the hyperparameter settings. For four

of the five BERT architectures, the dropout rate of 0.5 achieves the best performances. Only the

fine-tuned BERT model with a Softmax layer has the highest F1-score when the dropout rate

equals 0.1. Interestingly, the benefits of a dropout rate of 0.5 are most apparent when a CRF

layer is applied. Three observations that indicate this. First, the feature-based BERT with a CRF

has the largest discrepancy (0.043 F1-score) between 10% dropout and 50% dropout (Table 4.10).

Second, the fine-tuned models with Softmax score worse with 50% dropout (Table 4.2). Third,

the feature-based BERT models with BiLSTM and Softmax layers and a dropout rate of 0.5 only

marginally outperform the same models with a dropout rate of 0.1 (Table 4.6). Furthermore, these

observations are in line with prior literature. Namely, similar to the second observation, Devlin

et al. (2018) apply a 10% dropout for their fine-tuned Softmax model. Moreover, Straková et al.

(2019) use a dropout rate of 0.5 for their CRF models. Nonetheless, both these studies as well as

other prior research (Peters et al., 2019; Souza et al., 2019) have not published results for BERT

models that concern dropout tuning. Hence, it remains unclear if the observations are specific to

the homicide corpus or they are more universal.

In addition, the learning rate is tuned for the fine-tuned models. Interestingly, the fine-tuned

model with a CRF layer scores better with a learning rate of 5e-5, whereas the fine-tuned model

with a Softmax layer prefers a learning rate of 2e-5. Therefore, similar to the dropout rate, the

optimal learning rate of a model depends on the classification layer.

Furthermore, the number of BiLSTM layers are adjusted for the feature-based models. For

these models, a two-layer BiLSTM achieves the best results irrespective of the classification layer.

Still, the difference in F1-score is most apparent when the CRF layer is applied (Table 4.8).

Nevertheless, research with state-of-the-art performance for NER (Souza et al., 2019; Straková

et al., 2019) combine a one-layer BiLSTM with a CRF layer. Notably, however, these studies

do not experiment with the number of BiLSTM layers. Hence, the results of this thesis do not

directly contradict results form Souza et al. (2019) or Straková et al. (2019).

5.3 Interpretation of SRL results

The main contribution of this thesis concerns the NER module. Nevertheless, results of the SRL

module (section 4.2) help to answer the following research question:
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SRQ3: To what extent can BERT be leveraged for semantic role labeling on homicide-related

Dutch texts?

Compared to the NER results (best F1-score of 0.847), the SRL results show a lower F1-score

(best of 0.714). This difference is in line with some of the prior literature. For example, Vossen

et al. (2016) obtain a F1-score of 0.877 for NER on the SoNaR corpus while their SRL algorithm

only achieves a F1-score of 0.740 on the same corpus. Nevertheless, more recent research (Ou-

chi et al., 2018; Shi and Lin, 2019) apply SRL more successfully with F1-scores close to 90% on

CoNLL-2005 and thus nearing the state-of-the-art scores of NER. However, due to the use of

different corpora, it remains difficult to compare the performances directly.

On the homicide corpus, I apply two BERT-based models for SRL: fine-tuned BERT + CRF

and feature-based BERT + BiLSTM + Softmax. As shown in Table 4.13, the former scores

substantially better than the latter model (F1-score of 0.714 and 0.655 respectively). These results

are opposite to the NER results, where the feature-based BERT + BiLSTM + Softmax has the

best performance. However, since this thesis focuses on NER and therefore does not extensively

experiment with the BERT architectures for SRL, it is not possible to determine whether the fine-

tuning, the CRF, or both are responsible for the higher F1-score. Nonetheless, it can be deduced

that the results for NER do not follow the same pattern as the SRL results. One of the reasons for

this difference might be related to the number of labels. As illustrated in Table 3.5, the number

of SRL labels constitutes of almost twice the number of NER labels. As a consequence, the CRF

layer is probably more useful for SRL since patterns between consecutive labels can be learned

more easily.

Furthermore, both the SRL models score considerably lower on the arena role class compared

to the victim and suspect classes. Especially the precision of the arena class suffers (as shown in

Table 4.15 and Table 4.16). One possible reason for this observation is the fact that there are

approximately three times fewer arena role mentions than there are victim or suspect role mentions

(Table 3.2). Moreover, the role annotations are more varied (i.e. location names, descriptions,

references) than the entity annotations (i.e. city names). Hence, the limited number of labels

probably has a stronger effect on SRL than NER.

To summarize, the fine-tuned BERT with CRF shows that semantic roles involving victims

and suspects can be extracted in the homicide corpus relatively successfully. However, the arena

class is more difficult to extract. Additionally, the general performance of the SRL task falls short

compared to NER.

5.4 Interpretation of case-level results

The previous sections discussed the NER and SRL results. However, the extraction of homicide-

related information involves the extraction of case-level named entities and case-level roles as well.

Therefore, based on these case-level results, as presented in section 4.3 and section 4.4, the main

research question can be answered:
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MRQ: To what extent can BERT be leveraged for information extraction on homicide-related

Dutch texts?

Case-level entity extraction

As discussed in section 5.1, the BERT-based NER models obtain fruitful results. Furthermore, as

depicted by Table 4.17, these token-level entities can successfully be translated into case-level entity

predictions (mean accuracy of 0.874). Moreover, the exact accuracy, as defined in subsection 3.6.3,

is still decently high as well (0.787). Especially the arena class has a high exact accuracy (0.90)

compared to the victim class (0.744) and suspect class (0.717). Interestingly, the results show

that the victim and suspect classes score considerably lower on the exact accuracy compared to

the mean accuracy. This pattern probably follows from the fact that the texts contain far more

entity mentions of persons (i.e. victim, suspect, and person classes) than mentions of locations

(i.e. arena and location classes), as shown in Table 3.1. Most likely, the models confuse the entity

mentions of persons more easily among each other than with the entity mentions of locations.

Consequently, the probability to have at least one wrongly classified entity mention is higher for

the case-level suspect and victim classes than for the arena class.

Furthermore, when the errors are analyzed in Table 4.18, it needs to be noted that the pro-

posed NER system has considerably more false positives compared to false negatives. The major

cause of this behavior is the structure of the homicide corpus. Namely, the corpus has far more

positive labels (when a victim, suspect, or arena is present) than negative labels (when there is

no victim, suspect, or arena). Consequently, the NER module is more prone to wrongly labeling

an entity mention than wrongly dismissing an entity mention.

To summarize, the case-level extraction of the arena class can successfully be extracted based

on the NER predictions. However, the suspect and victim classes obtain lower accuracies than the

arena class. Still, since the exact accuracies of all components are over 70%, the case-level entity

extraction is considered to perform decently.

Case-level role extraction

As presented in Table 4.19, the mean accuracy for the case-roles predictions (0.690) is substantially

lower than the case-entities predictions (0.874). The most evident reason for this discrepancy is

related to the performance gap between the NER and SRL models.

Furthermore, some patterns of the token-level results of SRL are similar to the case-level results

from Algorithm 2. For instance, as with the SRL results, the arena class has the worst performance

(mean accuracy of 0.62) while the victim class has the best (mean accuracy of 0.75). Nevertheless,

the exact accuracies of the case-level classes do not follow this pattern since the suspect class has

the lowest exact accuracy (0.417). Moreover, the exact accuracy for all three classes is quite low,

with a maximum of only 0.511 for the victim class. Probably, this difference between the mean

and the exact accuracy is related to the large number of case-roles per class. In fact, as shown in

Table 3.5, there are more than twice as many case-roles (2,951) than case-entities (1,346). As a

consequence, it is more probable to mislabel at least one of the case roles than one of the case-
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entities. Similarly, as depicted in Table 4.20, the number of positive case-level suspect class roles

is considerably larger compared to the victim or arena counterparts. Probably, this explains why

the exact accuracy is the worst for the suspect class.

Based on these interpretations, one can argue that the information extraction of case-level roles is

insufficient at the moment. Especially regarding the exact accuracy, the SRL system is not good

enough. Nevertheless, the mean accuracies for the victim and suspect classes are 70% and higher.

Therefore, when the exact accuracy is irrelevant for the task at hand, the SRL system can still

provide decent insights for the victim and suspect classes.

5.5 Limitations and future research

In the previous section, I elucidate the results. However, there are some important limitations to

consider when interpreting the results. Moreover, the limitations of the current thesis shape the

foundations for future research. Therefore, this section elaborates on the limitations and relates

them to suggestions for future research. To examine the limitations and ideas for future research

in a structured manner, I review this thesis according to the four (construct, internal, external,

conclusion) validity threats as proposed by Wohlin et al. (2000). First, the construct validity

threats reflect on the decisions that I based on theory. Subsequently, the internal validity threats

relate to the factors that could have affected the final evaluation scores. Then, the external validity

threats discuss the generalizability of the proposed systems. Finally, the conclusion validity threats

depict the extent to which the implications of this thesis are valid.

5.5.1 Construct validity threats

First of all, the annotations from the homicide corpus capture only a limited amount of information.

For the NER annotations, only names are considered. Consequently, the NER algorithms fail to

detect alternative relevant phrases which the SRL algorithms can detect (e.g. a generic description

of the arena). Still, the SRL annotations fail to include all the relevant phrases as well. Namely,

in line with the original PropBank guidelines (Palmer et al., 2005), only verb predicates are

considered. Therefore, as pointed out by Bonial et al. (2014), some relevant information can get

lost. For example, the sentence ”The death of Jack is remarkable” has no verb predicate but

an adjective predicate (”remarkable”). Nevertheless, the sentence conveys relevant information

concerning the victim that should be taken into account. Therefore, future research can experiment

with the use of non-verb predicates for homicide-related texts. Possibly, by including several

predicate types the SRL system can be more effective at homicide-related information extraction.

Additionally, the NER and SRL models identify the victim, suspect, and arena for each sentence

separately. Nevertheless, these classes are defined based on the whole text instead of sentences.

After all, a victim remains the victim throughout the whole text. Most likely, the lack of inform-

ation extraction across multiple sentences limits the performance of the NER and SRL models.

Consider the sentence: ”Jack got shot”. In one case ”Jack” might be the victim since he died,

while in another case he might only be wounded and thus does not constitute a victim (according
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to this thesis’ definition of the victim class). Only models that find inter-sentence dependencies

are able to find such a pattern. Hence, future studies should examine techniques that enable the

discovery of inter-sentence dependencies. For instance, coreference resolution has shown to be

successful for this purpose (Quirk and Poon, 2017).

Another limitation concerns the SRL annotations. In this thesis, I manually annotate the

predicates in the sentence to prepare the SRL task. This implies that for every new incoming text

the predicates need to be manually annotated before the SRL system can be utilized. Eventually,

however, the SRL system should be able to work autonomously. Existing research already explores

methods to automatically identify predicates (Björkelund et al., 2010; He et al., 2018). Therefore,

future research can examine such predicate detection techniques for crime texts as well.

Furthermore, the current thesis only applies multilingual BERT. However, other promising

BERT-inspired models are not experimented with. For instance, RoBERT (Delobelle et al., 2020)

might be an interesting alternative. RoBERT uses the RoBERTa architecture, which has recently

surpassed the NER performance of regular BERT models (Wang et al., 2020). Similarly, De Vries

et al. (2019) show that BERTje outperforms multilingual BERT for typical SRL and NER tasks.

Therefore, future research can investigate how BERT-inspired models improve information ex-

traction tasks for homicide-related texts. Possibly, some BERT-inspired models outperform the

baseline model to a larger extent than the currently applied multilingual BERT.

Finally, Algorithm 1 and Algorithm 2 are rule-based algorithms that infer the case-level labels

from the NER and SRL token-level predictions. However, in this thesis, I do not consider any

alternative approaches. For instance, one can use a method that resembles the semantic merging

method as proposed by Srinivasa and Thilagam (2019). Hence, future studies should investigate

the approach on how to successfully infer case-level predictions.

5.5.2 Internal validity threats

Due to time constraints, the texts are manually annotated once. Accordingly, there are no sub-

sequent annotation assessments. Hence, there can be accidentally wrongly annotated samples

in the ground truth annotations. This could tamper with the training of the models as well as

evaluation calculations and thus negatively affect the internal validity of the experiments.

Another limitation concerns the metrics of the case-level evaluations. In contrast to the token-

level predictions, the case-level predictions consist of a list of strings rather labels. In this thesis,

a prediction is considered to be correct only when the entire predicted string is equal to the string

from the ground truth. For example, ”John K.” is not equal to ”John K” (no dot at the end)

and thus wrong according to the current evaluation metric. Consequently, the current evaluations

for the case-level predictions are conservative. In future studies, other evaluations can be applied

that provide a more accurate representation of the actual performance.

5.5.3 External validity threats

In this thesis, I use the self-constructed homicide corpus for information extraction. However,

there are a few limitations concerning this corpus. First of all, the corpus is small compared to
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other commonly used corpora such as CoNLL-2003 (Tjong Kim Sang and De Meulder, 2003),

CoNLL-2012 (Pradhan et al., 2012) or SoNaR (Vossen et al., 2016). Consequently, the homicide

corpus contains relatively little data to learn patterns from. Second, the corpus originates from one

source (moordzaken.com). The texts from this source are relatively short with a high proportion

of relevant information. Therefore, it remains unclear to what extent the models’ performance

is generalizable to texts from other sources that do not have these characteristics. For instance,

as explained in subsection 2.4.3, Vossen et al. (2016) show a severe drop in NER performance

when their models are applied to corpora that were not used for training. Therefore, future

research should evaluate the models from this thesis on homicide texts from alternative sources.

Additionally, future research can enrich the homicide corpus by supplementing the corpus with

homicide texts from other sources with more complex or ambiguous texts. Hypothetically, this

would make the models more effective and make them generalize better.

Furthermore, the annotations for NER and SRL of this thesis are confined to a relatively small

set of crime classes (i.e. victim, suspect, arena). Based on the ESC12 (De Kock, 2014), there is

more relevant information that can be extracted. Especially the timeframe and means are suitable

for the NER and SRL tasks since clauses that contain dates or weapons can easily be annotated

with the BIO or BILOU schemes. Moreover, according to De Kock (2014), the timeframe and

means of a homicide case are objective components (i.e. they do not depend on interpretations,

feelings, or imaginations). Therefore, future research can apply information extraction to a wider

range of crime classes to enhance the applicability of the systems.

5.5.4 Conclusion validity threats

This thesis mainly focuses on the NER models. Therefore, I only implement two BERT model

configurations and no baseline. As a consequence, this limits the implications that can be inferred

from the SRL results. Therefore, future studies can compare a wider range of BERT architectures

for SRL (e.g. the NER architectures from this thesis). Such research will help to discover and

understand more effective SRL architectures. Furthermore, the SRL models in this thesis are

not subjected to any hyperparameter tuning. Therefore, subsequent research should explore the

impact of different parameters for SRL to obtain more robust conclusions.

In addition, the NER models are restricted to a few hyperparameter configurations. Hence,

future research can explore the effect of other parameter settings on the homicide corpus as well.

As a start, in line with the suggestions from Peters et al. (2019), the weight decay or certain

learning rate schedules can be experimented with. Again, such experimentation can make the

corresponding inferences more robust than the current thesis shows.

Finally, another potential limitation concerns the number of runs that are performed for each

model. Namely, due to time constraints, I run each model for only four times. However, since

the results for the NER architectures are close, running the models for more iterations could lead

to different results. Nevertheless, since the patterns of the development and test set are similar

(see Table B.2 and Table B.1 in Appendix B), it is expected that the four runs are sufficiently

representative of the actual model performances. Still, subsequent studies can test this claim by

running for more iterations.
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Conclusion

This thesis aimed to extract relevant information from publicly available Dutch homicide-related

texts. Therefore, I constructed a homicide corpus comprising textual descriptions of 510 homicide

cases. For the text of each case, the crime classes (i.e. victim, suspect, arena) are annotated to

prepare NER and SRL. With the creation of this homicide-specific ontology on a newly constructed

homicide corpus, I contribute to the literature on crime-related information extraction.

Subsequently, the three crime classes are extracted through the use of a NER system and a

SRL system. Both systems comprise a module to identify the three classes at a token level (e.g.

word, punctuation mark), and a rule-based algorithm to infer the case-level classes.

For the NER system, the NER module predicts the crime entity class for each token. In this

NER module, I experimented with several BERT-based architectures. The architectures differ in

two main aspects. Firstly, BERT is implemented using a feature-based or fine-tuned approach.

Secondly, the models use either a Softmax or CRF classification layer. Based on the results of

the experiments four out of the five BERT-based architectures outperform the baseline model.

Furthermore, the feature-based models and Softmax models achieve higher results than the fine-

tuned and CRF models. Consequently, the use of a feature-based BERT with two BiLSTM layers

and a Softmax classification layer (dropout rate of 0.5) achieves the best performance for NER on

the homicide corpus (F1-score of 0.847). The observations concerning the BERT configurations

contribute to the NER literature since prior works (Dasgupta et al., 2017; Souza et al., 2019;

Straková et al., 2019) do not compare the BERT configurations to the extent that this research

does. Furthermore, the best model of this thesis has better performance than prior crime-related

research on NER (Dasgupta et al., 2017), but worse compared to regular NER research (Straková

et al., 2019). Interestingly, the arena class is extracted most successfully for all the applied models.

Subsequently, Algorithm 1 utilizes the token-level predictions from the best NER model to obtain

predictions for entire homicide cases. These case-level entity predictions are retrieved with an ac-

curacy of 87%. Similar to the NER results, the arena is extracted most accurately at a case level.

Therefore, it can be concluded that the NER system is able to extract crime-related information

quite accurately. Still, some advancements need to be made before the NER system can be used

by law enforcement agencies. Especially the extraction of victim names and suspect names should
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be improved since these classes are perfectly extracted (i.e. exact accuracy) in 74% and 72% of

the cases respectively.

Concerning the SRL system, the crime roles are predicted at a token level through the SRL

module. The crime roles are defined to be any name, description, or reference of a crime class.

In contrast to the NER module, only two BERT-based models are applied for SRL. Interestingly,

the results of the SRL models differ from the NER models. Accordingly, the best performing SRL

model uses fine-tuned BERT with a CRF layer (F1-score of 0.714). Notably, the SRL module

scores poorer compared to the NER module, but it presents more useful predictions as well. With

Algorithm 2 these predictions are used to infer the role predictions at a case level. Again, the

case-level results are worse compared to NER (accuracy of 69%). Therefore, the performance

of the SRL system is insufficient to be deployed by the police for now. Still, the proposed SRL

system contributes to the SRL literature since it constitutes the initial step towards a practical

application of SRL (i.e. crime knowledge base creation).

Even though the proposed systems should not be used in practice yet, this thesis presents the

first step towards real-world applicable information extraction systems. Hence, future research

should improve the current systems. For instance, implementing inter-sentence coreference resolu-

tion, using more training data, or applying alternative BERT-inspired models, probably increases

NER and SRL performances. Additionally, the performance of the SRL module can probably be

enhanced by utilizing non-verb predicates or by experimenting with more model configurations.

In conclusion, this thesis shows that there is potential for BERT-based models that conduct

crime-specific NER and SRL tasks. Especially the NER system achieves promising results, out-

performing alternative models that apply crime-related information extraction (Dasgupta et al.,

2017). Still, insights from future research are necessary to improve the performances of the NER

and SRL systems. Only after these advancements, the systems can get sufficiently accurate to be

deployed by the police.
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(2012). General learning approach for event extraction: Case of management change event.

Journal of Information Science, 39(2):211–224. 6

Elman, J. L. (1990). Finding structure in time. Cognitive Science, 14(2):179–211. 9

Finkel, J. R., Grenager, T., and Manning, C. (2005). Incorporating Non-local Information into

Information Extraction Systems by Gibbs Sampling. In Proceedings of the 43rd Annual Meeting

of the Association for Computational Linguistics (ACL’05), pages 363–370. Association for

Computational Linguistics. 19, 26
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Rocktäschel, T., Grefenstette, E., Hermann, K. M., Kočiský, T., and Blunsom, P. (2015). Reas-
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Appendix A

Example moordzaken.com

Figure A.1: Example case from moordzaken.com
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Appendix B

Results on all configurations

Architecture Parameter configuration Precision Recall F1

Dropout*
Learning

rate**

#

BiLSTM-

layers

BERT fine-tuned +

Softmax
0.5 5e-5 NA 0.799 0.820 0.809

BERT fine-tuned +

Softmax
0.5 2e-5 NA 0.820 0.842 0.831

BERT fine-tuned +

Softmax
0.1 5e-5 NA 0.815 0.844 0.829

BERT fine-tuned +

Softmax
0.1 2e-5 NA 0.832 0.845 0.838

BERT fine-tuned +

CRF
0.5 5e-5 NA 0.822 0.837 0.829

BERT fine-tuned +

CRF
0.5 2e-5 NA 0.804 0.824 0.814

BERT fine-tuned +

CRF
0.1 5e-5 NA 0.813 0.830 0.821

BERT fine-tuned +

CRF
0.1 2e-5 NA 0.795 0.812 0.803
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BERT feature-based +

BiLSTM + Softmax
0.5 NA 1 0.833 0.839 0.836

BERT feature-based +

BiLSTM + Softmax
0.5 NA 2 0.846 0.848 0.847

BERT feature-based +

BiLSTM + Softmax
0.1 NA 1 0.832 0.835 0.833

BERT feature-based +

BiLSTM + Softmax
0.1 NA 2 0.844 0.842 0.843

BERT feature-based +

BiLSTM + CRF
0.5 NA 1 0.788 0.825 0.806

BERT feature-based +

BiLSTM + CRF
0.5 NA 2 0.821 0.847 0.834

BERT feature-based +

BiLSTM + CRF
0.1 NA 1 0.762 0.803 0.782

BERT feature-based +

BiLSTM + CRF
0.1 NA 2 0.803 0.841 0.821

BERT feature-based +

CRF
0.5 NA NA 0.644 0.715 0.677

BERT feature-based +

CRF
0.1 NA NA 0.575 0.706 0.634

FastText + BiLSTM

+ CRF (Yadav et al.,

2018)

0.55 NA 1 0.802 0.791 0.796

bold = best score

* dropout rate between BERT and its successive layer

** learning rate of the BERT encoder

Table B.1: All NER results on the test set
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Architecture Parameter configuration Precision Recall F1

Dropout*
Learning

rate**

#

BiLSTM-

layers

BERT fine-tuned +

Softmax
0.5 5e-5 NA 0.775 0.792 0.783

BERT fine-tuned +

Softmax
0.5 2e-5 NA 0.795 0.814 0.804

BERT fine-tuned +

Softmax
0.1 5e-5 NA 0.785 0.805 0.795

BERT fine-tuned +

Softmax
0.1 2e-5 NA 0.791 0.810 0.800

BERT fine-tuned +

CRF
0.5 5e-5 NA 0.754 0.781 0.767

BERT fine-tuned +

CRF
0.5 2e-5 NA 0.730 0.759 0.744

BERT fine-tuned +

CRF
0.1 5e-5 NA 0.739 0.762 0.750

BERT fine-tuned +

CRF
0.1 2e-5 NA 0.727 0.756 0.741

BERT feature-based +

BiLSTM + Softmax
0.5 NA 1 0.795 0.811 0.803

BERT feature-based +

BiLSTM + Softmax
0.5 NA 2 0.803 0.817 0.810

BERT feature-based +

BiLSTM + Softmax
0.1 NA 1 0.788 0.799 0.793

BERT feature-based +

BiLSTM + Softmax
0.1 NA 2 0.790 0.806 0.798
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BERT feature-based +

BiLSTM + CRF
0.5 NA 1 0.761 0.792 0.776

BERT feature-based +

BiLSTM + CRF
0.5 NA 2 0.779 0.809 0.794

BERT feature-based +

BiLSTM + CRF
0.1 NA 1 0.750 0.785 0.768

BERT feature-based +

BiLSTM + CRF
0.1 NA 2 0.777 0.804 0.791

BERT feature-based +

CRF
0.5 NA NA 0.637 0.708 0.671

BERT feature-based +

CRF
0.1 NA NA 0.602 0.703 0.649

FastText + BiLSTM

+ CRF (Yadav et al.,

2018)

0.55 NA 1 0.745 0.725 0.735

bold = best score

* dropout rate between BERT and its successive layer

** learning rate of the BERT encoder

Table B.2: All NER results on the development set
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Appendix C

Case-level example predictions

C.1 Example 1:

Text:

Op 10 april 2005 vinden voorbijgangers het lichaam van een man aan de Amstelkade te Wilnis .

Onderzoek wijst uit dat het gaat om de 58-jarige Henny Zevenhoven uit Mijdrecht .

Hij is door verstikking om het leven gekomen .

Er worden twee ” vrienden ” van Henny aangehouden .

Zij bekennen Henny te hebben gewurgd met een schoenveter .

Een uitspraak is niet ( meer ) online te vinden .

Wij hebben geen verdere informatie kunnen vinden over deze zaak .

VICTIM entity predictions: ’Henny Zevenhoven’

VICTIM role predictions: ’het lichaam van een man’, ’de 58-jarige Henny Zevenhoven uit

Mijdrecht’

SUSPECT entity predictions: NaN

SUSPECT role predictions: ’twee ” vrienden ” van Henny’

ARENA entity predictions: ’Wilnis’

ARENA role predictions: ’de Amstelkade te Wilnis’

Note:

To obtain the entity predictions, the text is used as input for the NER system.

To obtain the role predictions, the text and the verb predicates are used as input for the SRL

system.
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C.2 Example 2:

Text:

Op 25 juni 2006 wordt de 42-jarige Ahmet Naci Havucgil uitgenodigd door twee mannen waarmee

hij zaken doet , om een gesprek te voeren .

De mannen denken dat Ahmet hen financieel benadeeld heeft , en willen geld zien van hem .

Ahmet rijdt naar de afgesproken plek in Huissen , alwaar de heren , die ook wat vrienden bij zich

hebben , hem vragen even mee te rijden in de auto .

Het stel rijdt naar een afgelegen boerderij in Angerlo .

Daar wordt Ahmet vastgebonden en mishandeld .

Later die avond wordt hij naar de kelder gebracht .

De volgende dag wordt Ahmet door de dan 35-jarige Ertugrul A. en de evenoude Cengiz K. mee-

genomen naar een bosgebied in Beekbergen .

Daar wurgen ze Ahmet , en verstoppen zijn lichaam onder wat takken en bladeren .

Pas op 10 augustus 2006 wordt het lichaam van Ahmet gevonden .

Enkele van de mannen proberen te pinnen met de bankpas van Ahmet .

Aan hand van deze gegevens worden de eerste verdachten aangehouden .

VICTIM entity predictions: ’Ahmet Naci Havucgil’

VICTIM role predictions: ’zijn lichaam’, ’het lichaam van Ahmet’, ’de 42-jarige Ahmet Naci

Havucgil’

SUSPECT entity predictions: ’Ahmet’, ’Cengiz K.’, ’Ertugrul A.’

SUSPECT role predictions: ’de heren’, ’twee mannen waarmee’, ’Enkele van de mannen’, ’de

eerste verdachten’, ’de evenoude Cengiz K.’, ’de dan 35-jarige Ertugrul A.’

ARENA entity predictions: ’Huissen’, ’Angerlo’, ’Beekbergen’

ARENA role predictions: ’de kelder’, ’een bosgebied in Beekbergen’

Note:

To obtain the entity predictions, the text is used as input for the NER system.

To obtain the role predictions, the text and the verb predicates are used as input for the SRL

system.
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C.3 Example 3:

Text:

Op zondag 23 april 2006 scheldt de 49-jarige Gerrit Stijf de voicemail in van zijn ex-vrouw .

Zij laat dit weten aan haar tweelingbroer , Frans van ’ t H.

Hij belt twee vrienden .

De maat is vol .

Na de roerige scheiding tussen zijn zus en Gerrit moet het gedonder maar eens afgelopen zijn .

De drie spreken af om Gerrit bang te maken met messen en een stok .

Met een list maakt Frans van ’ t H. een afspraak met Gerrit .

Hij haalt Gerrit op bij zijn huis , en rijdt met hem naar een industrieterrein in Kampen , waar hij

zijn twee vrienden had afgezet .

Als Gerrit de andere mannen ziet , wil hij via de achterbank van de auto vluchten .

De mannen slaan Gerrit hierop met de stok .

De twee anderen steken op hem in .

Zwaargewond laten ze Gerrit achter op het industrieterrein , waar hij een paar uur later door

toevallige passanten wordt gevonden .

Gerrit wordt naar het ziekenhuis gebracht , maar overlijdt een dag later , op 24 april , aan zijn

verwondingen .

Naast de 21-jarige broer van Gerrit ’s ex , worden ook zijn vrienden Krekar R. ( 21 ) en Herman

van M. ( 20 ) gearresteerd .

Zij leggen allen een uitgebreide verklaring af .

De ex-vrouw van Gerrit wist niets van de plannen van haar broer en diens vrienden .

VICTIM entity predictions: ’Gerrit Stijf’

VICTIM role predictions: ’de 49-jarige Gerrit Stijf’

SUSPECT entity predictions: ’Krekar R.’, ’Herman van M.’, ”Frans van ’ t H.”

SUSPECT role predictions: ’De mannen’, ’De twee anderen’, ’Herman van M. ( 20 )’, ’De

ex-vrouw van Gerrit’, ’zijn vrienden Krekar R. ( 21 )’, ”haar tweelingbroer , Frans van ’ t H. drie”

ARENA entity predictions: ’Kampen’

ARENA role predictions: ’zijn huis’, ’het industrieterrein’, ’een industrieterrein in Kampen’

Note:

To obtain the entity predictions, the text is used as input for the NER system.

To obtain the role predictions, the text and the verb predicates are used as input for the SRL

system.
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Appendix D

Code of the thesis

The code of this thesis can be found at the following Google Drive folder:

https://drive.google.com/drive/folders/1ba0L3SXSeYfRZVm2XTjatV4UJBuyui5Z

The code is divided into three categories: code for data preparation, code for the NER sys-

tem, and code for the SRL system. The folders in Google Drive are structured according to this

division. Each of the folders includes Google Colab files with the code. Importantly, however,

some of the folder structure is created after running the code. Moreover, some of the files were

copied from a local directory to the Google Drive folder. Consequently, some of the file paths that

are stated in the files are no longer accurate.

D.1 Code for data preparation

The folder prepare-homicide-texts contains all the code that I use to collect and prepare the data.

There are four steps in this process.

First, I scrape the data from the website moordzaken.com. The code where I scrape and filter

the majority of the data can be found within the folder ”scraping” in the file scrape moordzaken.ipynb.

Second, I use the code in the folder NER-annotations to add the NER annotations to the

homicide texts. The file create initial dataframe.ipynb automatically initializes the texts with

NER labels. Subsequently, I manually annotate the texts with NER labels. Then, I apply

manual adjustments of initial dataframe.ipynb to filter out a few homicide cases and

add manualEntities to dataframe.ipynb to update the files with the manual labels. Furthermore,

the file NER-traintestsplit splits the NER data into the training, development, and test set.

Third, in the folder EntityCase-annotations the file add manualCaseEntities to dataframe.ipynb

first initializes the texts with case-level entity labels based on the NER labels. Subsequently, after

these labels are manually assessed and corrected, another function in this file adds these manual

annotations to the NER data frame.

Fourth, the files in the folder SRL-annotations prepare the SRL task for the homicide texts.

At first, the file create-TSVfiles-from-XML.ipynb transforms the SoNaR XML data into tsv files.

Subsequently, create-initial-SRLlabels.ipynb creates tsv files with the initial SRL labels for the
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homicide texts. Then, predict-labels-with-BERT.ipynb predicts the PropBank argument spans for

these homicide texts based on the SoNaR data. In the next step, the predictions are transformed

to allow for manual annotation by running predictions-to-annotate-format.ipynb. Finally, after the

manual annotations are finished, the homicide texts with the manual annotations are converted

to a tsv file by manualAnnotations-to-finalTSV.ipynb.

D.2 Code for the NER system

The second main folder named NER consists of all the code that is relevant for the NER system.

Firstly, the Data folder contains all the data used by the BERT models (bilou-data folder), the

FastText-based model (bilou-data-fasttext folder) and Algorithm 1 (case-data folder).

Most importantly, the folder called NER-module contains the code for all the conducted NER

experiments. The folders Run1, Run2, Run3 and Run4 include all the experiments with the BERT

configurations. Furthermore, FastText-model contains the code for the four runs of the baseline

FastText-based model. Additionally, the NER-module folder includes a prediction file for each run

(predictions-feature-do50-lr5e5.ipynb) that uses the most successful model to create predictions for

the test and development set. In addition, readEvaluation.ipynb collects the evaluation scores of

all the BERT configurations to present an overview of the results.

Furthermore, I use the NER predictions to infer the case-level labels by implementing Al-

gorithm 1 in predictCaseLabels-Algorithm1.ipynb. The results for each run are manually copied in

the Excel file CaseEntityResults.xlsx to obtain the averaged results.

D.3 Code for the SRL system

The final main folder is called SRL and includes all the code that is related to the SRL experiments.

The Data folder contains all the annotated tsv files that the BERT models use to train, develop,

and test the models on.

Furthermore, the folder SRL-module contains the files with code that trains and evaluates the

two BERT models for four runs. The evaluation results for each run are manually copied into the

Excel file SRLresults.xlsx, where the mean scores of the SRL models are calculated.

Finally, the file called SRLpredictCaseLabels-Algorithm2.ipynb applies Algorithm 2 to infer the

case-level role from the SRL predictions. Subsequently, the corresponding case-level results are

evaluated using the Excel file CaseRoleResults.xlsx.
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